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I SUMMARY

The purﬁose of the Department of Defense Critical Techrologies Plan (DCTP) is to
describe 21 technologies considered essential for maintaining the qualitative superiority of
U.S. weapon systems and to outline an investment strategy to manage and promote the
development of these technologies. The Defense Critical Technologies are the leading edge
of the DoD Science and Technology (S&T) program. While all S&T eifforts are fundamental
to achieving continued improvement in military capabilities, the Defense Critical
Technologies represent those technologies that are likely to set the pace of innovation in the
development of advanced weapon capabilities and the evolutionary modernization of today’s
systems.

This third annual plan is more comprehensive than earlier editions. A new section has
been added to document funding levels for individual Defense Critical Technologies for the
relevant S&T Program Elements (PEs) (Annex A); moreover, the individual detailed
technology plans (Annex B) provide greater detail on specific milestones and technology
objectives, as well as a more comprehensive discussion of related private sector and
non-DoD government programs. The plans also include assessments of international
technology developments and trends.

The 1991 plan reflects a substantially increased level of participation from the
Services. indusiry and interested Federal agencies, particularly in the generation of the
detailed technology plans. The contributions of the Aerospace Industries Association, the
Electronic Industries Association, and the National Security Industrial Association were
particularly valuable. The Departmeit of Energy, the National A~ronautics and Space
Adminisiration, the National Institute of Standa:ds and Technology (Department of
Commeerce), and the National Science Foundation provided extensive information regarding
relevant non-DoD programs and helpful comments on specific technology plans. in addition,
the 1990 Defense Science Board (DSB) summer study provided a solid basis and framework
for this DCTP. A wide range of DoD organizations were also integral to the preparation of
this plan, particularly the Joint Staff and the DSB. The contributions of all are acknowledged.

T A

‘The Secretary of Defense stated his top priorities on several occasions. These
priorities not only recognize the complexities of national security and {uture uncertainties in
the worid, but also provide objectives for research and development i DoD. These priorities
are:

. Quality Personnel

. Technological Superiority

° Efficient Acqaisition

. Robust Nuclear Posture and Strategic Defense
. Versatile, Ready, Depioyable, Sustainable Force
) Continued Maritime Supericrity

° Reserve Forces and Mobilization

° Special Operations Forces

The DDR&E has established three streams that seek to:

1.) Provide for the orderly, evolutionary improvements in weapon systems, their
subsystems, and support systems, such as the training, ;ogistics, and defense industrial base
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infrastructure. These improvements must be responsive to future security threats and
environments. The Services are the primary agents for these evolutionary technology changes.

2.) Generate innovative, highly leveraged breakdirough technology and insert this
technology efficiently into our military capability. Here the Defense Advanced Research
Projects Agency (DARPA) plays a major role, as does the Strategic Defense Initiative (SDI)
grogram, the Balanced Technology Imtiative, and the research organizations of the military

epartments.

3.) Seek ;c_ghnglg%ﬁmx_nmms.(to be played every 5 to 10 years) to sustain long-term
dominance in the technological arms race. Recent examples of such trump cards are stealth
aircraft; older examples include the atomic bomb and the Polaris System. Trump cards bring
about major shifts in how we think about and conduct war,

The S&T program is the principal vehicle for implemerting these three streams. The
Critical Technologies program focuses primarily on stream two, and contributes to streams
one and three. The Critical Technologies program consists of 21 Defense Critical
Technologies. They are listed in Table 1. ’

This year’s planning process confirms the priority placed on these technologies by
DoD in the 1990 Critical Technologies Plan. These technologies were originally selected on
the basis of their contributions to maintaining the superiority of U.S. military weapon
systems, primarily through their leverage on key subsystems. (The Defense Critical
Technologies are discussed further in Chapter II. Brief technology plan summaries are
presented in Chapter III, and the full technology plans are presented in Annex B.)

Tables 2A and 2B below show planned spending levels for the Defense Critical
Technologies in FY 1991 as well as annual budget totals for FY 1992-97. These figures
incorporate relevant funding from the DoD S&T prograim, including the Strategic Defense
Initiative Organization (SDIO), which is a strong contributor to many of the Defense Critical
Technologies. (Defense Critical Technologies funding is summarized further in Chapter IV
and detailed at Annex A.)

The overall funding levels and objeciives for development of the Defense Critical
Technologies reflect the FY 1992 President’s Budget. Recent management attention, including
the 1990 Defense Management Review (DMR) initiated actions, has resulted in a strong
emphasis on support for the Defense Critical Techuologies, an emphasis that is reflected in these
funding levels. Despite the fact that budget constraints will cause overall DoD RDT&E spending
to decline over the coming years, funding levels for the Defense Critical Technologies have
significantly increased in FY 1992 from the FY 1991 budgeted reqt sst and will remain stable or
increase slightly, DoD’s commitmient to the Defense Critical Technologies will remain strong,
The Defense gritical Technologies already represent a substantial focus within the combined
S&T/SDIO technology development budgets, accounting for approximately 35 percent of
projected FY 1992 spending. This share is projected o increase to approximately 40 percent of
the total S&T/SDIO technology development budget by FY 1997. Without SDIO, the percent of
critical technologies for FY92 is approximately 52%, a significant increase over the. FY91
requirement.

DoD recognizes the need to ensure that its S&T resources — and particularly its
Defense Critical Technologies budgets — are focused on high-payoff technologies that meet
the most pressing current and emerging military needs. DoD is conducting an ongoing
appraisal of the Defense Critical Technologies dpro rams to ensure that the Services and
Defense Agencies maintain proper emphasis on developing these technologies and to ensure
that the goals of these programs remain consistent with DoD’s overall S&T needs.
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Table 1 Defense Critical Technologies

1 {Semiconducior Materials & The production and development of ultrta-small integrated electronic devices for
Microelectronic Circuits high-speed computers, sensitive recelvers, automatic control, efc.

"2 | Softwarg Enginaering The %eneraﬁen, maintenance, and enhancement of affordable and rejiable software
in a timely fashion.

3 {High Performance Computing | High performance computing systems having 103 fold improvements in computation
capabiiity and 102 fold improvements in communication capabiiity by 1596.

. 4 1Machine Intelligence & incorporatian of aspects of human “indelligence” into computational devices which
Robotics enabie inteiligent function of mechanical devices.
5 | Simulation & Modeling Visualization of complex processes and the testing of concepts and designs without
i building phniysical replicas. :
' 8 |Pholonics includes uitra~-low-loss fibers and optical components such as switches, couplers,
and multitexers for communications, navigation, etc.

7 | Sensltive Radar Radar sensors capable - f detecting iow-obseivable targets, or capable of non-
cooperativa target classdication, recognition, and/or identification.

8 | Passive Sensors Sensors not needing to emit signals to detect targets, monitor the environment, or
determine ihe status or condition of equipment.

i 9 | Signal & image Processing Combination of computer architecture, algorithms, and microelectronic signal pro-

RE cessing devices for near real-time autornation of detection, classification, and track-

i ing of {argets.

. 1Q | Signature Control The ability t¢ control the target signature (radar, acoustic, optical, or other) and there-
by enhance the suivivability of vehicles and weapon syslems.

11 | Weapon System Environment | A detalled understanding of the natural environment (Doth data and modeis) and its
influence on weapons systam design and periomance.

12 | Data Fusion The machine integration and/or interpretation of data and its presentation in conve-

, nient form to the human operator.
L 13 | Computational Fluid Dynamics | The modeling of complex fluid flow to make dependable predictions by computing,
- thus saving time and money previously required for expensive facilities and experi-
T ments.

14 | Air Breathing Propulsion Light-weight, fuel efficient engines using atmospheric oxygen 1o support combus-
tion.

15 | Pulsed Power The generation of repetitive, short-duration, high-peak power pulses with relatively
light-weight, low-volurne devices for weapons and sensors.

16 | Hypewelocity Projecilles & The ability to propel projectiles to greater-than conventional velocities (over 2.0 kmn/

Propulsion sec), as well as understanding the behavior of projectiles and targets at such veloci-
ties,

17 | High Energy Density Materials Corr:\positlons of high-energy ingredients used as explosives, propellants, or pyro-
technics.

18 | Composite Materials Two or more constituent materials that are cornbined together in such a manner to
produca a substance possessing selected properties superior to those of its Individ-
ual components.

19 | Superconductivity Makes use of the zero resistance property and other unique and remarkable proper-

- ties of superconductors for creation of hl%h—performance sensors, electronic de-
’ vices and subsystems, and supermagnet based systems.

20 | Biotechnology The systematic application of biology for an end use in military engineering or medi-
cine,

21 | Flexible Manufacturing The integration of production process elements aimed at efficient, low cost operation
for small, as well as high, volume part number variations, with rapidly changing re-
guirements for end product attributes.
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Table 2.A. Funding for Critical Technclogies (With SDIG)
{Millions Then Year Dollars)

Technology FY FY Fy FY FY FY FY FY FY
19687-91 | 19891 1991 1992 1993 1384 1865 1956 1597
ACTUAL | REQ ACY REQ REQ REQ REQ REQ REQ
T Bemlsonducior M & Microslectronlc Clruuiis 1.555 370 534 a7 481 a7 488 450 510
2 Sofware Erginsaning . L) 118 133 140 148 153 185 156 157
i ; 3 High Pertormance Computing a4 80 108 172 21 213 30 349 350
4 Machine intelligen 2 & Robotics 551 116 162 148 142 1456 144 144 143
§  Simuiation & Modeling 1,250 202 00 34 243 0 336 344 348
6 Pholonics 710 75 167 186 we 180 70 190 173
7 Sensiive faders o0 110 168 198 201 162 188 10 102
& Paashe Sensor 2085 40 428 530 654 523 512 514 500
®  Sinal& image Processing 753 130 22 28 230 22 234 240 28
10 Sigeanse Control =572 “120 «120 109 102 39 g7 88 B8
11 Weapon System Emvironment a2 180 213 232 238 248 249 252 250
12 DalaFusion 288 50 08 108 108 108 08 98 )
13 Computationat Fiuid Mynamics an 55 18 4 o5 % 101 105 108
14 AwrBreathing Propulsion 988 180 227 224 2n 188 180 1| 201
x: 15 Puised Powar 541 95 95 78 78 81 80 20 82
: 18 Hyparveioclty Projectiies & Progision 710 120 153 183 25 201 200 197 108
17 High Energy Densty Materiaa 408 78 82 8e 8¢ 85 ) 58 o
18 Compostte Materials 1.088 170 204 183 197 211 216 224 28
18 Supercondustivity 345 88 ] 58 &1 &4 54 &8 &7
. 20 Blotechnology 7% 100 ga 55 88 ) €0 71 72
21 Fiodbla Manufactuing 105 17 27 % 28 2 3t 32 31
g&a?m'@aglomndlng for Defense Critical Technologies - 151048 » 20094~ 36844 3874 ISTa* 3991 4006*~ {107 §iud**
Projected Tlal Funding for il Tochnalogy Davelopmant Acties - NA o784 9048 19095 11413 179 11801 soses 10842

Table 2.B. Funding for Critical Technolegies (Without SDIO)
(Millions Then Year Dollars)

Technology FY FY FY FY FY FY FY FY FY
1987-91 | 1991 1991 1892 1993 1594 1995 1996 1997
ACTUAL | REG ACT REQ REG REQ REQ REQ REQ

Planned Total Funding for Dafenss Critical Technologies - 10044 | V90 3084 31444+ 3179 3200** 211 33080 3300+
SAT without SOIO
. Pr Tolal Funding for all Technology Development Activities - NA 5324 [ 30.1] 6015 223 6332 $A%% L] L L)
Coet SAT whthowt 3010

* Funding for this Critical Technulogy are unclassified tolals only.
“*Totals do nat include funding for classified Signaiure Control efforts.
ACT - Actual Budgst

REQ - Budget Request
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Based on this ongoing appraisal, DoD may introduce fact-of-life changus into the FY
1993 budget and will provide guidance for the development of the FY1994-1999 FYDP.
While recognizing the need for continuity, DoD will modify the milestones and the budgetary
priorities for individual Defense Critical Technologies to reflect promising new technology
developments and emerging military needs.

This plan consists of five chapters and two appendices. Chapter II discusses how the
emerging security environment affects DoD’s future military needs, describes how DoD)’s
defense téchnology strategy is responsive to these future needs, provides an overview of the
21 Defense Critical Technologies, and describes key attributes of these technologies. Chapter
Il contains brief summaries of each of the 21 Defense Critival Technologies, and Chapter IV
describes DoD’s funding support for these technologies. Chapter V describes the overall
Dob Science and Technology management process. Annex A provides detailed S&T funding
summaries by fiscal year for each of the 21 Defense Critical Technologies. Annex B includes a
description of the selection methodology and detailed technology plans for the 21 Defense
Critical Technologies, including technology milestones and objectives, government and
private sector R&D activities, industrial base profiles, and international assessmernts.



IL TECENOLOGY INVESTMENT PLANNING

Emerging Security Environment Challenges to Dol

In a major address on national security at the Aspen Institute in August 1990,
President Bush underscored the importance of defense R&D: “To cope with the full range of
challenges we may confront, we must focus on readiness and rapid response. And to prepare
to meet the challenges we may face in the future, we must focus on research — an active and
inventive program of defense R&D.”

Based on this mandate and in concert with global political events and military trends,
DoD developed the Critical Technologies Plan provided here.

The following threats still challenge us:

a) The dissolution of the Warsaw Pact as a military organization is
changing the U.S. national security problem; but the Soviet Union
continues to be a potential threat to the U.S. While our national
defense strategy no longer focuses primarily on Europe and the
possibility of Soviet aggression there, we must not discount that
nation as a formidable military force.

b) Second, we must deal with the rapid diffusion of advanced weapon
technologies 1 regional powers, including potentially
unprediciable and ruthiess regimes.

c Growing, teo, is the potential for smaller conflicts, ranging from
violence spawned by narcotics trafficking, to terrorism, and to
insurgencies.

In tandem with this emergi 1g security environment, the United States is likely to face

new resource constraints. DoD plans a 25 percent reduction in active forces in the next five

ears, and procurement outlays are programmed to fali from $79.1 billion in FY 1991 to $71
illion in FY 1996,

All of these factors point to the importance of a strong and stable research and
development posture that is tied directly to our defense strategy, funded appropriately, and
managed effectively.

DoD Science and Technology Strategy -- Responding to the Challenges

Our strategic vision for defense technology takes a twenty-year view as it looks at
three streams of technology:

1) Putting in place a process that provides orderly, evolutionary improvements in
weapon systems, their subsystems, and support systems, such as the training, logistics, and
detense industrial base infrastructure. These improvements must be responsive to future
security threats and environments. The Services are the primary agents for these evolutionary
technology changes.

2) Generating innovative, highly leveraged breakthrough technology and inserting
this technology efficiently into our military capability. Here the Defense Advanced Research
Projects Agency (DARPA) plays a major role, as does the Strategic Defense Initiative (SDI)
program, the Balanced Technology Initiative, and the Services.

3) Seeking technology trump cards (to be played every 5 to 10 years) to sustain

long-term dominance in the technological arms race. Recent examples of such trump cards




are stealth aircraft; older examples include the atomic bomb and the Polaris system. Trump
cards bring about ma[ior shifts in how we think about and conduct war. Steady generation of
such trump cards will assure long term dominance in defense technology for this country.

We need all three — evolutionary improvements, breakthrough technologies, and
trump cards; and we need to manage defense S&T to allow for the development and
application of all three. To do so, our strategy focuses on several themes:

1) Modularity in design and construction of platforms. We do not expect many new
starts of major weapon platforms in the next ten to twenty years. Therefore, we plan on
enhancing the capability and longevity of those systems by designing them with modular
improvements in mind.

2) A systematic program to upgrade key subsystems of existing weapon systems (e.g.,
avionics, propulsion plants, weapons, communications, and countermeasures) as threats
evolve, The wealth of technological opportunities will be exploited for potential applications
to provide superior weapon performance and affordability.

3) A stronger focus on our S&T (6.1, 6.2, and 6.3a) programs to provide the
technology push for future capabilities, and supported by a restructured and modernized
in-house Research, Development, Tesi, and Evaluation (RDT&E) establishment.

4) Producing quality products at an affordable cost by keeping the mainstream of
systemn and subsystem developments evolutionary, while preserving opportunities for
revolutionary, high-leverage, timely improvements.

5) Astronger combination of innovation in technology and in operational concepts by
identifying gnd demonstrating the opportunities for highly leveraged technology insertions
and their interaction with operational innovations.

6) Radical acceleration of the development, introduction, and use of flexibie
manufacturing technology and training technology.

7) Stronger emphasis on an integrated approach to engineering analysis, modeling
and simulation, gaming, prototyping, development, test and evaluation, and net technical
assessment.

8) Forecasted mission needs should influence, in large measure, particular program or
technology developmeut efforts.

One of the primary tools by which we will manage the implementation of this
technology strategy is the Defense Critical Technologies P'an. Each technology identified this
year was selected based on its individual merits. We analyzed how each technology would
contribute to improving military capabilities for a wide range of scenarios of military conflict,
and we selected technologies and the technical objectives for them on the basis of maximum
payoff. The process is described more fully in Annex B. Collectively, these technologies
reflect, one aspect of DoD’s long—-term, consistent approach to S&T.

In 1990, DoD modified several of the technologies (which are reflected in minor title
changes). These changes more accurately describe recent technological developments and
DoD’s current areas of emphasis within these broad technology areas. DoD aiso added a new
technology, flexible manufacturing (not to be confused with the long-standing
Manufacturing Technology (ManTech) Program), to acknowledge the increased importance
of maintaining technological superiority in advanced manufacturing process technologies.

The Defense Critical Technologies Plan %wes us a means to identify and describe these
technologies and to develop and apply them to those military systems and subsystems that will
give us the highest leverage.
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To do this we have taken the list of 21 technologiesand placed them in five clusters (see
Figure 1). The clusters are a manageable way of looking at the vast array of opportunities
available to us. They are a plausible way of organizing for action, a convenient way to
illustrate broad themes. Our clusters also demonstrate the high degree of interdependence
among these technulogies in spite of their diversity. The clusters and their associated
technologies are not unique, but they are useful in providing broad objectives.

Figure 1 Defense Critical Technologies Clusters

Critical Technologies | Computing/ | Sensing Materiais & Energy & infra-
information Manufacturing | Material Flow | structure
. Management
e 1 Semiconductor Materials & ° . °

R Microelectronic Circuits
2 Software Engineering . ) ® ®
3 High Performancs ® ® ® e e
Computing
4 Machine intelligence & ® ° * .
Roboatics
5 Simulation & Modeling ] ] .
6 Photonics ® e
7 Sensilive Radars ] e
8 Passive Sensors ° ®
9 Signal & Image Processing . °
10 Signature Control e ®
__*__: 11 Weapon System . &
» Environment
12 Data Fusion e
13 Computational Fluid ) L) .
. Dynamics
14 Air Breathing Propuision ) .
15 Pulsed Power ® ]
16 Hypervelocily Projectiles & ° e ®
A Propulsion
- 17 High Energy Density . .
Materials
B 18 Composite Materials ® ]
19 Superconductivity . ® °
20 Biotechnology °
21 Flexible Manufacturing ° ]
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The first two clusters are computing/information and sensing. These
embrace technologies that primarily involve the processing,
acquisition, manipulation, synthesis, transmission, simulation and
denial of information. They form the core of advanced C3I,
electronic warfare, target acquisition, and éuidance. The strong
information emphasis in the Defense Critical Technologies
corresponds to the growing importance of information in both
deterrence and modern combat. The ability of the United States to
acquire and effectively use information, while denying accurate
information to adversaries, can help compensate for planned
reductions in U.S. force structure and forward deployed assets.
Moreover, the development of “brilliant” stand-off weapons and
other systems with advanced automatic target recognition
capabilities -~ innovations that are highly dependent upon
continued progress in the information and sensing areas — also wiil
become important force multipliers that greatly enhance U.S.
capabilities to project military power in the coming decades.

Materials and manufacturing processes are critical to DoD’s ability
to translate advanced technologies into high quality, reliable. and
affordable equipment. Regardiess of their potential in the
laboratory, advanced defense technologies cannot eahance military
capabilities unless they are rapidly and efficiently incorporated into
fielded systems. Innovative process technologies are akey to helping
reverse long~term acquisition trends toward escalating unit costs,
lengthening lead times, and increasing difficulties in the
incorporation of technological advances into operational systems.
These trends, if not addressed, have serious implications for the
ability of DoD to sustain its planned force structure in an era of
constrained procurement budgets, as well as DoD’s ability to rapidly
field new systems to counter unanticipated technological
vulnerabilities.

The addition of flexible manufacturing to the 1991 list of Defense
Critical Technologies -~ the only such change this year -~ reflects
DoD’s growing appreciation of the importance of process
technology in the acquisition and support of advanced weapon
systems. Sophisticated flexible design and production techniques
can help in reducing costs, compressing development cycles, and
improving the quality and reliability of advanced military
equipment.

The other technologies in the materials and manufacturing
processes cluster also have a strong process orientation and, as a
group, can have an important impact on imgroving system
acquisition. For example, in software —— which accounts for
approximately 10 percent of DoD’s procurement and O&M budget
— innovations in the generation of reliable and maintainable
software code for sophisticated applications would yield dramatic
procurement savings, eliminate a major source of program delays,
and greatly enhance the reliability of U.S. weapon systems.

In comparison with the other clusters, the energy and material flow
management area :ncludes more system-specific technologies that




are vital to upgrading the performance of existing weapon systems,
as well as less mature technological areas that have the strong
potential to provide “breakthrough” capabilities that are important
to sustaining U.S. technological preeminence into the next century.
For example, the development of advanced aircraft turbine engines,
air-breathing propulsion, more lethal munitions, and high energy
density materials are integral components in DoD’s growing
emphasis on enhancing military capabilities through subsystem
upgrades that incorporate advanced technology. On the other hand,
pulsed power, hypervelocity projectiles, and superconductivity
could lead to radically new weapons or order-of-magnitude
improvements in the capabilities of existing systems.

. Fifth is the broad area of technical infrastructure related to the vast
efforts of DoD to employ the best technology and equipment for
training, logistics, and control. It includes such technologies as
simulation and modeling, information systems, and training
systems.

In summary, the Defcnse Critical Technologies broadly support DoD’s future needs
for enhanced capabilities for acquiring, manipulating, and effectively using information; for
the development of more efficient process and product technologies to improve system
acquisition; and for technologies that contribute to both continual, evolutionary
improvements in the capabilities of major weapon systems, as well as lay the groundwork for
breakthrough innovations to ensure U.S. technological superiority in the coming decades.

Defense Technology Program Objectives
The general objectives are unchanged from last year and are summarized as foliows:

Primary:

s 70 provide the major advances that will permit the timely design,
manufacture, and fielding of advanced weapon :P'stemq ‘and
subsystems, as well as supporting systems for all parts of the military
forces.

Secondary:

. To select and train future leaders and experts irr defense-critical
advanced technology areas; to make them available for downstream
R&D programs;

. To transfer the appropriate technologies to private industry in order

to incrgase international competitiveness.
Supporting ovjectives:
° Effective management of resources (skills, facilities, budgets);

) Protection of scientific and technologicai athicvements from
transier to unauthorized parties;

. Appropriate, elfective, and timely communications within the
Department, and with the Congress, the scientific community, and
industry;

For each of the critical technologies, specific technical objectives for the next ten to
twenty years have been established, with inputs from the Services and the Defense Agencies
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and the help of the Defense Science Board and the Service laboratories. Defense industry
associations also pi+-.:ded their inputs. These are described in Chapter 3 and Annex A.

Critical Technologies Aftributes

Taken as a whole, the Defense Critical Technologies have several key attributes that
are significant for DoD S&T management, including:

. Criticality;

. Continuity;

. Interdependence; and
. Dual-use.

Criticality. The technical achievements planned for the Critical Technologies are
essential for the fielding of superior quality forces in the future.

ity. Except for the addition of flexibie manufacturing, this year’s list of
Defense Critical Technologies is identical to that published in 1990 and has changed little
since the list was first released in 1989. Meanwhile, some technical objectives have been
changed as the result of reported accomplishments and evolving military needs.

Interdependence. In general, progress in any single Defense Critical Technology
depends in part on paraliel advances in a variety of other important technologies. For
example, advanced microelectronic circuits are central to the development of sophisticated
computer architectures. In turn, improvements in computing capabilities are a prerequisite to
desired innovations in simulation and modeling, computational fluid dynamics, signal
processing, data fusion, machine intelligence, flexible manufacturing, and other important
fields, including (to complete the circle) semiconductor electronics., This high degree of
technological interdependence requires a balanced approach to technology development.
Devoting an excessive amount of R&D resources to any single technology or small group of
specific technologies is unlikely to achieve the desired results if such unbalanced efforts
retard the development of supporting technologies.

While the Defense Critical Technologies are highly interdependent, as a group they
are also extremely diverse. Microelectronic circuits, signature control, biotechnolo
materials, and high energy density materials incorporate a broad range of scientific
disciplines and correspond to a wide set of future military needs. Moreover, advances in any
specific Defense Critical Technology require a broad-based, interdisciplinary R&D
approach. For example, unlocking the revolutionary potential of superconductivity requires
the integration of expertise from %elds such as materials science, physics, computer science,
and chemistry. The breadth of the technologies and the diverse expertise required to achieve
advances in any specific technology illustrate the importance of a broad S&T base as a critical
foundation in the development of advanced weapon systems.

Dual-use. Finally, the Defense Critical Technologies shows that modern military
power is largely dependent upon dual-use technologies. Atleast 15 of the 2« Defense Critical
Technologies, in addition to contributing to vital DoD missions, have significant commercial
applications or potential. For example, advances in semiconductor materials Zuc
microelectronic circuits, software engineering, and biotechnology will yield seostantial
benefits to both DoD and the civilian economy. In contrast, only six cf the DoD Critical
Technologies, sensitive radars, signature control, weapon system environment, pulsed power,
hypervelocity projectiles and propulsion, and high energy density materials are largely
militarily unique.
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The importance of dual-use technologies is further illustrated by the extensive overlap
among the Defense Critical Technologies and comparable collections of commercially
oriented technologies. Except for the six military-specific technologies, all of the Defense
Critical Technologies correspond closely to one or more of the technologies highlighted in the
Department of Commerce’s 1989 list of emerging technologies as well as the March 1991 list
of National Critical Technologies compiled by an advisory panel sponsored by the Office of
Science and Technology Policy. Moreover, this convergence of military and commercial
technology is likcly to become more pronounced as advanced weapon systems become
increasingly dependent upon information technologies, which are also vital to a broad range
of commercial and industrial applications.

']
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I, SUMMARY OF DEFENSE CRITICAL TECHNOLOGIES PLANS

This chapter provides brief summaries of the detailed technology plaris for each of the
21 Defense Cntical Technologies. These summaries include a concise description of the
technology area, its a&plication to future military systems, illustrative technology objectives
and milestones, and the potential impact of the technology on the defense industrial base.
Detailed information on these and related issues for each of the Defense Critical
Technologies may be found in the comprehensive technology plans provided in Annex B.

1. Semiconductor Materials and Microzlucironic Circuits encompasses the production
and development of ultra-small integrated electronic devices for high-speed computers,
sensitive receivers, automatic control, etc. The principal component fields of this critical
technology are:

o Very large scale integrated circuits
CAD for complex circuits

High resolution lithography
Analog/digital converters

Power converters

Micro- and millimeter wave sources and amplificrs
Transmit/receive modules and arrays
Signal contiol components

« 2 & ¢

Radiation hard isolation technology

The information processing capability provided by advanced microelectronic devic:s
is truly pervasive in U.S. weapon systems, and is likely to become even more so. The
availability of microcircuit technology continues to have two major effects on the
development of new sysiems. Firsi, the technology makes it possible to extend the flight
control envelope of aerodynamically unstable aircraft, and second the technology allows the
creation of raci-ally new systems, like smart weapons. The systems made possible by this
technology provi:'e a qualitative advantage to U.S, forces by increasing the soldier’s ability to
acquire and : ¢ upen information and to deliver weapcns against the adversary.
“Ultra~small” aiccuizs have allowed a shrinking of the volume of computational capability
required by smart weapons. As these devices have become smaller, the manufacturing
technology required to fabricate them becomes more highly spectalized and requires
continued research and development into processes, equipment, and materials. Much of the
R&D thrust towards higher levels of miniaturization and increased performance is applicable
to both the defense and commercial sectors; however, battleficld requirements for
ruggedness, radiation-hardness, and extreme environments are unique to defense systems.
Research in microelectronic circuits is aimed at achieving several major objectives for
weapon systems. Central to DoD requirements is a need to perform signal processing at
gigahertz speed levels and beyond. This will require components of advanced materials
whose feature sizes are below one-quarter micron. In addition, DoD is developing
ever-increasing levels of integration with the objective of wafer-scale integration of logicand
memory to further reduce system size and cost. Detailed plans for the development of this
critical technology are ir Annex B, on page 1-1.
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2. Software Engineering refers to the generation, maintenance, and enhancement of
affordable and reliable software in a timely fashion. The principal component fields of this
critical technology are:

«  Software and system cngineering processes and environments
e Real-time/fault-tolcrant software

¢  Rcuse and re~cngineering

e Software for paralicl and distributed heterogeneous systems
#  High assurance software

The “smarts” of major defense systems, including weapon systems, information
systems, and scientific/engineering systems, are usually embodied in software. Indeed,
software capability has become a principal determiner of overall weapon systems capability.
In theory, software has enmormous potential power and flexibility. In practice, software
development and management is a cornﬁlex, labor~intensive process, and our software
capability is bounded by the extent to which the complexities in this process can be managed
through attention to process and use of tools. Automated tools, linfed together in sof  ware
and system engineering environmenas that coordinate and manage tool operation, can take
over many of the details of software engineering activity, yielding more cosi-effective
processes and potentially larger and more powerful systems. By 1993, DoD will be making
experimental use of software engineering environment frameworks supporting use of
commercially compatible tools to manage large scale software development. Design of
embedded defense software usually involves management of “real-time” constraints and
deadlines for processing of incoming sensor data and generation of outgoing control signals.
In the presence of unreliable system components, the scftware must be designed in a
fault-tolerant manner. By 1995, DoD> will be demonstrating distributed operating systems
supporting time-constraints and fault-tolerance. Much of the DoD software expenditure isin
post-deployment activity or software logistics. Technology to facilitate management and
re-engineering of existing assets can not only reduce post-deployment costs, but also greatly
facilitate creation of reusable scftware assets such as simulation. The principal opportunity in
reuse is megaprogramming, which is the development and management of DoD software
applications on a component-by-component basis rather than instruction-by- instruction.
Megaprogramming technology includes software component definition and composability
technclogy, software tools and environments supporting component composition, scftware
compcenent libraries, associated capabilities for software elecironic comme.ce, and software
process models supporting reuse. By 1998, DoD will demonstrate the ability to develop
domain-specific systems architectures and reusable components compliant with these
specifications. High performance computing systems of all kinds. including
scientific/engineering systems, embedded systems, and the leading edge information systems,
employ parallel and distributed processing. By 1994, DoD will demonstrate systems software
for survivable distributed and parallel computing. High assurance software technology is
required in the design of safety-critical systems, including most weapon systems, and secure
systems, in which confidentiality and integrity must be assured to a high level of confidence.
By the mid-1990s, DoD will demonstrate highly secure and reliable operating systems,
database management systems, and other related components. In each of these software
technology areas, DoD must work to stimulate commercial development of off-the-shelf
products that can be made vo meet military needs. Detailed plans for the development of this
critical technology are in Annex B, on page 2-1.




3. High Performance Computing - Rapid improvements in the performance and cost
effectiveness of compnter hardware, enabled by integrated microelectronics technologies,
have zg)read computing into all areas of military and civilian life. Perforinance is expected to
exceed one trillion operations per second (teraops) by the mid 1990s as a result of the
Presidential Initiative in High Performance Computing and Communications described in a
supplement of the President’s FY 1992 budget submission. Teraops computing systems will
require billion bit per second (gigabit) neiworks. DoD is fully supporting this initiative in the
DARPA HPC program. The major technology areas are:

o  High performance computer systems

»  Advanced software technology and algorithms
e  High performance networking

e  DBasic research and human resources

& Defense specific technologies

These major technology areas can be characterized as follows: High performance
computer systems developments are in four main areas: research for future generations of
computin % systems, system design tools, advanced prototype systems, and evaluation of eatly
systems. Systems capable of sustaining 0.1 teraops for large problems will be available for
deployment by late 1993 and the teraops systems will be available by 1996. Advanced
software technolo%y and algorithms will cover scalable libraries, programming languages,
and analysis tools Tor scalable parallel sysiems in a workstation/server configuration. High
performance networking technologies will be produced to satisfy the needs for gigabit
networks. These involve interface, protocol, security and multiple types of service over a wide
range of performance characteristics. Basic research and human resources will address long
term national needs for more skilled personnel, enhancement of education, training,
materials and curriculum development in the high performance computin% science and
engineering areas. Defense specific technologies will focus on special needs for embedded
systems such as high density packaging, speciai accelerators, and reaitime fauli-tolerant
systems.

These will provide a critical edge in performance for broad classes of weapons,
command and control systems, and multilayer distributed battle management systems and
simulations such as smart weapons with integrated CI systems, platforms, or elements of
Strategic Defense systems. This initiative will also contribute significantly to civilian
applications such as climate ocean, semiconductor, superconductor, and combustion system
modeling. Detailed plans for the development of this critical technology are in Annex B, on
page 3-1.
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4. Machine Intelligence and Robotics incorporates aspects of human intelligence into
computational devices which enable intelligent function of mechanical devices. The principal
consponent fields of this critical technology are:

s Image undemstanding

e Autonomous planning

¢ Navigation

*  Speech and text processing

¢+  “Machine” leamning

*+  Knowledge representation and acguisition
¢ Adaptive manipulation and control

These systems will help human operators by functioning as decision-making aids. In
the fast~gaced battlefield of the future, intelligent machines will fuse, process, and analyze
data, and present the results almost immediately. By processing huge amounts of data,
machine intelligence can provide more effective tools for effective military intelligence, data
analysis, battle management, timely decision-making, and survivability through distribution
of tasking, machines, and data repositories. A pilot’s associate is being developed which will
provide an Al-based decision aid to significantly reduce the information load on military
pilots by the turn of the century. In addition, machine intelligence and robotics applications
will reduce the need for manpower while improving human response times. Robotics
technology involves controlling complex mechanical devices under the direction of computer
software in response either to fixed assumptions, or dynamically changing requirements. One
example of this type of application is an autonomous robotic ground vehicle or an unmanned
aerial vehicle. DoD will demonstrate artificial intelligence for autonomous weapons and
vehicles by 2005. When combined with other rapidly advancin% critical technologies, such as
passive sensors or high petformance computing, machine intelligence will provide automatic
target recognition capabilities, allow truly effective diagnostic aids, and permit the

evelopment of robotic combat systems. First~generation machine inieiligence systems
already have proven their worth in both defense and commercial applications. Applications
of robotics and intelligent machines in manufacturing environments will result in flexible
manufacturing capabilities, with shortened setup and procuction lead times, greater
industrial surge capabilities, enhanced quality, and reduced acquisition costs. Detailed plans
for the development of this critical technology are in Annex B, on page 4-1.
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5. Simulation and Modeling, computer-based, allows the visualization of complex
processes and the testing of concepts and designs without building physical replicas. The
principal component fields of this critical technology are:

e Iigh-speed graphics
e  Solution of non-lincar equations
*  Simulation verification and validation

Simulation and modeling technology has four major components: computers,
networking, visualization, and software. DoD continues to develop advanced capabilities to
simulate weapon systems and the tactics which most effectively utilize them as computer
capabilities continually increase. This technology can be applied to every major DoD weapon
development program to reduce design aud production cost, shorten development
lead~times, improve performance, improve command and control, and assist in training. By
2001, DoD wilf)attain an order--of-magnitude cost reduction for training and human factors
design. For example, training cost effectiveness can be increased by providing a realistic,
interactive simulation involving tanks, aircraft, and ground personnel. The payoff for
large-scale maneuver simulation, in terms of improved training at reduced cost, is enormous.
For example, SIMNET provides a realistic interactive simulation of tanks, armored personnel
carriers (APCs), fighter/attack aircraft, helicopters, and other systems. Additionally, in
SIMNET newly proposed systems (such as vision devices, antitank wea%ons, and
antihelicopter weapons) can be simulated digitally so that the utility of given technical and
human-centered parameter requirements can be assessed before hardware is built. The use
of simulation and modeling in the systems design process will erhance the operational
suitability and effectiveness of virtua?gzsall human/machine systems, whether being initially
procured or being modified. DoD is also pursuing battle management simulation technology
to evaluate solphlsticated systems in hostile environments. Efforts include development of
environmental and terrain space technology (including artificial intelligence links to
environmental information) , environmental data characterization, and target recognition
based on the environment. During FY 1992, the capability to rehearse carrier-based weapen
system missions will be demonstrated. As the costs and complexity of hardware development
increase, designers in all fields will begin to rely more heavily on modeling and simulation.
Computer modeling has significantly affected R&D programs by providing researchers a
stronger basis for weapon system design and effects €mc ear, conventional, and chemical)

and understanding interactions among low-observables, material.s, and geometries with
electromagnetic radiation. Detailed plans for the development of this critical technology are
in Annex B, on page 5-1.




6. Photonics is the use of light (photons? for the represeniation, manipulation, and
transmission of information, and includes ultra-low-loss fibers and optical components such
as switches, couplers, and multiplexers for communications, navigation, and other
information processing applications. The principal component fields of this critical
technology are:

s Laser devices

«  Fiber optics

+  Optical signal processing
¢ Iniegrated optics

Photonics technology has Jong been used in important niches in both defense and
commercial applications. But it has been only recently that photonics technology developed
the necessary tools and capabilities to bring about revolutionary new applications. By
combining fast, massively parallel techniques with devices possessing high spatial resolution,
photonics can provide order-of-magnitude improvements over today’s conventional
electronic devices. Defense photonics will provide currently unavailable capabilities through
faster, smaller, more reliable, and more survivable systems. The small size, light weight, and
resistance to electromagnetic interference of optical fibers provide major advantages in
avionics, microwave, and communications systems, and will see deployment in the defense
sector over the next decade. As an example, DoD will demonstrate optical signal processing
atarate of 500 million operations Yer second by 1996. Over the next 20 years, photonicsignal
processing devices increasingly will be incorporated into defense sensor, communication, and
mformation processing systems. Photonic processing offers the promise of
order-of-magnitude improvements in processing speed resulting from the natural parallel
architecture and the high switching speeds of optical devices. By the turn of the century, DoD
will demonstrate a 10 gigabit per second local area network. Integrated optics will enhance
weapons capabilities in the areas of automatic target recognition, state-of-health
monitozing, and detection avoidance. Photonics R &D will significantly affect the high-speed
computing defense industrial base through the development of components such as
high-speed lasers, detectors, sensors, interconnect media, and signal routing and control
elem%ntg. Detailed plans for the development of this critical technology are in Annex B, on
page 6-1.
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7. Sensitive Radar refers to those radar sensors capable of detecting low-observable
targets, or capable of non-cooperative target classification, recognition, and/or
identification. The principal component fields of this critical technology are:

Advanced monostatic radar

Multistatic radar

Radars for non-cooperative target recognition and aided/automatic target recognition
Active phased array radar '
Laser radar

Electronic counter countermeasure. .. CM)

Radars will continue as a primary sensor since they provide an all-weather capability
and do not rely on threat emissions. Continued reduction in target observables will
significantly reduce the effective range of existing U.S. surveillance, tracking, target
classification, and weapon guidance systems. Sensitive radars (such as large power aperture
monostatic radar, synthetic aperture radar, bistatic radar, wideband radar, laser radar, and
advanced over-the-~horizon (OTH) radar will be required to handle future advanced low
observable threats, and to provide needed ECCM capabilities. Advances in radar system
components are needed to implement projected sensitive radar improvements. To achieve
this goal, by FY 1993 DoD will demonstrate a 50-100 watt (peak), 10 GHz pulsed power
transistor. Increasing radar sensitivity creates some significant technical challenges. First,
increased sensitivity will require development of frequency generators with increased
stability, systems with increased processing gain, and receivers and analog-to-digital
converters with wider dynamic ranges. Second, increased sensitivity makes U.S. systems more
vulnerable to enemy exploitation, interference by unwanted objects (e.g., birds), and natural
phenomena. For phased array radars, DoD’s objective is to apply advanced, solid~state
distributed active processing and emitter technology, and antenna shapes conformai to
mobile platforms. By FY 1992, DoD will demonstrate an 8—inich active array missile seeker
which integrates guidance and fuse radar functions. DoD is developing laser radar systems for
applications from target detection and tracking to navigation in order to exploit their inherent
advantages, increased bandwidth, smaller size, higher resolution. To demonstrate this
technology, DoD will prototype a laser radar for obstacle avoidance and target detection by
1996, Sensitive radar technology is a major factor in providing a technical edge to U.S. forces
by enhancing detection, localization, classification, identification, and tracking capabilities.
Conventional radars are a well-established commodity for military systems, while sensitive
radar technologies are still in development and there is only a limited industrial base. Both
the conventional and sensitive radar markets are primarily driven by DoD. Detailed plans for
the development of this critical technology are in Annex B, on page 7-1.
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8. Fassive Semsors 4o not necd io emii signals to detect targets, monitor the
environment, or determine the status or condition of cquipment. The principal component
fields of this critical technology are:

Passive scekers

Advanced thermal imagers/IR focal plane arrays

Infrared search and track sensors (IRST)

Diffractive optics

Sensors integration for target scquisition

Advanced passive antennas

Passive RF surveillance

Passive acoustic surwillance

Fiber optic sersors for environmentzl and systems status monitoring and navigation
Superconducting sensors

e & & & & & O 5 & b

Passive threat warning technology provides strategic or tactical alert so that defensive
measures may be taken. These systems incﬁxde radar warning receivers, laser warning devices,
space-based electro-optic systems, and warning of passive electro-optic/infrared (EQ/IR)
guided missiles. The latter is particularly challenging and crucial to maintaining U.S. force
survivability as heat-seeking missiles proliferate. Infrared search and track (IRST) scnsors
scan wide areas in order to detect and track air or ground targets. An airborne for use
against ship targets will be demonstrated in FY 1993. Advanced acoustic sensors are needed
to counter the threat posed by rapid progress in submarine quieting. Multi-band passive
electro-optical sensors can reduce the sensitivity of existing sensors to environmental and
target signature variations. Integrated sensor approaches will allow for multiple functions and
collection of multiple target signatures. Anti-radiation seekers will counter hostile radars and
increase the survivability of U.S. forces by targeting enemy radars. A prototype advanced
microscan receiver for detecting radiation sources will be constructed in FY 1992, Fiber optic
sensors embedded in structures will provide continuous coverage of critical internal variables
(like stress and temperature) to evaluate structural performance. The availability of low cost,
high efficiency IR sensor technology would find wide application in in-situ Frocess
monitoring and conirol, such as real-time temperature monitoring and control of highly

temperature-dependent materials refining applications and alloying processes; monitoring
and control of temperatures during metal machining, sinieiing, and composite curing
operations; and real-time analysis of chemical processes using time-of-fiighi laser
spectroscg)%y. Detailed plans for the development of this critical technology are in Annex B,
on page 8-1.




9. Signal and Image FProcessing technology is the combination of computer
architecture, algorithms, and microelectronic signal processing devices for near real-time
automnation of detection, classification, and tracking of targets. The principal component
fields of this critical technology are:

e  Algorithm development

e Hybrid optical-digital techniques
¢  Control of phased arrays

¢ Anificial neural networks

Application of signal processing technology to weapon systems offers important
advantages, such as reducing operator workload, improving system performance, and
performing new functions, such as autonomous vehicle control. Perhaps the most immediate
enhancements in signal processing and compression can be obtained through the use of new,
very-high-performance aigorithms, such as compactly-supported wavelet structures and the
Gabor transform. Possibly the greatest challenge in signal processing technology is automatic
target recognition {(ATR), where DoD has a major program underway in algorithm
development. The development of advanced ATR capabilities will result in both reduced
operator workload and improved system performance. ATR algorithms have been developed
for infrared search and track systems which scan for aircraft, and advanced algorithms using
spatial temporal techniques will by demonstrated in FY 1992. In reconnaissance and imaging
systems, advanced computer architectures will demonstrate new capabilities in the areas of
image segmentation, feature detection/extraction, and pattern recognition of static objects.
Here, the ability of neural networks to perform pattern recognition 1s being investigated for
synthetic aperture radar, electronic warfare, and anti-submarine warfare. Phased arrays of
sensors are electronically controlled through individual activation rather than mechanical
steering, while the next technical advance is a conformal array, where the phased array is
applied directly to the surface of the vehicle. The demonstration of an airborne conformal
array using digital beam steering control will occur in FY 1994, The most important signal
processing applications depend on advanced, high~-speed, high-throughput processors.
Acoustic ~array and anti-submarine warfare signal processing share a common technology
base and were originally derived from marine seismic techniques for the petroleum industry.
The further development of this technology has significant applications to both the military
and commercial industrial base, such as the ability to recognize handwritten characters for
data entry into computer systems. Detailed plans for the development of this critical
technology are in Annex B, on page 9-1.

111-9



(SRS,

10. Signature Control is the ability to control the target signature (radar, acoustic,
optical, or other) and thereby enhance the survivability of platforms and weapon systems, The
principal component fields of this critical technology are:

o Radar signature (radar cross section) reduction

infrared, visual, and uitraviolet signature reduction and management

Acoustic quigting _

Low probability of intereept raders, communications, and navigation (clectronic emission control)
*  Deceptive signature {(emissions and decoys)

¢ Mapnetic signature control

& Wake signature

[ ]
.

The reduction or control of platform signatures greatly improves survivability,
resulting in improved weapons effectiveness, while in some cases, the objective is signature
enhancement for deception against hostile sensors. This technology area includes the
reduction of the wakes created by moving any vehicle through water or air, and by emissions,
such as rocket plumes. The reduction of radar signatures is accomplished by vehicle shaping,
the use of radar absorbing materials to reduce radar echoes, and passive or active
cancellation techniques. For infrared signatures, the reduction is brought about by cooling
and/or heating the vehicle or its emissions and by applying special material for background
matching to reduce detection by passive systems. In addition, there is a requirement to create
low probability of intercept radars, communications, and navigation systems. These programs
apply improved spectrum management capability, sensors, and navigation instruments to
control sensor emissions to assure C31 and navigation, under low—observability operational
cons:raints. Reduction of the signatures of weapon systems significantly affects their design,
support, and effectiveness. Industrial process technologies which are critical to advanced
signature control concepts include: computer-aided design and computer-aided
manufacturing, computer numerically~controlled machine tools, laser and optical hardware,

._ and robotics. New and improved manufacturing capabilities wiil be required to transfer new
g signature control technology materials to sysiem applications that emphasize producibility,
. cost, and performance. Detailed plans for the development of this critical technology are in

. Annex B, on page 10-1.
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11. Weapon Systzm Environment incorporates a detailed understanding of the natural
environment (beth data and models) and its influence on weapon systerm design and
performance. The principal component fields of this critical technology are:

*  Qccan characterization and prediction
¢ Environmental characterization and prediction for path & target area conditions
+ Target environment analysis and scene generation

Because of the increasing sensitivity of each generation of weapon system sensors,
DoD systems, and strategic and tactical operations are increasingly influenced by natural
environmental conditions {e.g., weather, seasons, terrain). The limitations and potential
leverage of environmental factors must be clearly understood to increase existing system
capabilities and performance, or to optimize the design of new systems. Weapon system
environment tech::ology is critical in the selection, development, and operation of superior
weapon systems, for such missions as anti-submarine warfare (ASW), “smart” weapons,
strategic defense, battlefield surveillance, and communications. For example, DoD will
complete a data-driven model for Global Ocean Prediction by 1996. Current smart weapon
systems performance degrades under certain environmental conditions. Integration of
comprehensive environmental knowledge into the logic modules, design, and testing and
evaluation of these systems will increase their effectiveness. DoD will develop integrated
environmental simulator scene %eneration capability for tactical targeting and mission
planning. Tactical weapons, as well as strategic defense, requires excellent understanding of
the IR background as viewed from surface, air and space. Sﬁinoffs from weapon system
environment technology will provide a variety of benefits to the nation. Examples include
marine and atmospheric weather prediction for disaster warning, optimal aircraft and ship
routing, and the utilization of knowledge of the sea for predicting optimal fishing locations.
Remote sensing of the environment will provide insights into crop opiimization; improved
remote detection and weather prediction capabilities will provide advanced warning of
danger over land areas and at sea. Detailed plans for the development of this critical
technology are in Annex B, on page 11-1.
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12. Data Fusion incorporates machine integration and/or interpretation of data and its
presentation in convenient form to the human operator. The principal component fields of
this critical technology are:

&  Theoretical foundations

¢ Algorithm and model development

e Data and knowledge base for fusion processing
*  Development of reasoning systems

With the increasing speed and complexity of battle, DoD has recognized the need to
integrate data obtained from disparate sensors to yield information about the location,
movement, and types of targets. Data fusion technology includes data processing techniques
for a wide range of military applications from sensor cueing to cockpit display integration to
battle management. This technology will be part of military systems from simple weapons to
large-scale information processing applications. As U.S. operationgi “octrine evolved to
stress deep attack and interdiction capabilities, a concurrent dem» . was created for
information describing the location, movements, and intentions o. ¢ gets beyond the
performance of conventional sensors. Programs will be initiated by 130D to meet this
demand. To more fully meet the data needs of modern battle management, DoD will
demonstrate at-sea fusion of land-based and ship-borns sensor data by 1995. The most
complex aspect of fusion technology is dealing with uncertainties associated with data, The
evolution of automated correlation and reasoning systems dealing with data and contextual
information opens new possibilities for partitioning functions beiween human and machine,
resulting in demonstration of multi-hypothesis reasoning in 1994, DoD research in data
fusion will result in improvements to C3I systems by providing the basis for information
processing and sensor management which is critical to surveillance activities, advanced
“smart” weapon systems, and the design of advanced computer-supported command centers.
High-speed, low-cost, reliable techniques for data fusion are of growing importance to
automated manufacturing in the defense and non-defense sectors. Real-time process
control, sensor-directed cells and workstations, and robot and effector manipulation are
three examples of DoD data fusion initiatives aimed at manufacturing products faster and
with higher quality. Detailed plans for the development of this critical technology are in
Annex B, on page 12-1.
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13. Computational Fluid Dyramics (CFD) is the modeling of complex fluid flow to
make dependable 'Yredictions by computing, thus saving time and r .ney previously required
i

for expensive facilities and experiments. The principal component fields of this critical
technology are:

Computations of unsicady acrodynamic regimes
Hypersonic flow solutions

Turbulence modeling

internzl flows

Pre~processing (geomety and grid generation)
Validation of CFD codes

Because the equations which govern fluid flow cannot be solved analytically, except
for the simplest cases, computational techniques are used to solve the equations via
numerical procedures on high-speed computers. Of interest to DoD is the ability of CFD to
assist in the development of improved flight vehicles, ocean vehicles, air-breathing engines,
and weapons including armor and anti-armor warhead design. This technology is a design
tool, much like a wind tunnel, to increase the performance and effectiveness of aircraft, ships,
missiles, and hypersonic vehicles. As an example, by 1994 DoD will demonstrate full
3~dimensional Navier-Stokes wing analysis, extending to unsteady aeroelastic analysis in
1996. CFD is essential to the design of hypersonic flight vehicles at speeds above Mach 8,
where ground test facilities are limited. Additionally, CFD will be used to rapidly identify
promising design concepts before wind tunnel tests are conducted, thus significantly reducing
system development time. By 1996, the cagability to model a complete submarine propulsor
system will be demonstrated, assisting DoD in searching for the most effective design
configuration. Overarching all of CFD technology is the problem of validation of the codes,
recanizing that even the most complex codes are still only approximations. Massively
parallel computing architectures and algorithms will produce a huge increase in CFD
capabilities over current supercomputers. CFD has proved to be a powerful tool for the U.S.
aerospace industry for design modification and problem solving in both military and
commercial programs. Its use in the design of next-generation aircraft is expected to help
ensuic the international competitiveness of the dornestic indusirial base. Detailed plans for
the development of this critical technology are in Annex B, on page 13-1.
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14. Air-broasiiing Propulsion represents the developroent of light-weight, fuel efficient
engines using atmospheric oxygen to support combustion. The principal component fields of
this critical technology are:

»  High pressure ratio, lightweight compression systems
Iigh~temperature, improved life combustion systems

High-efficiency, highly loaded turbines

Reduced signature, multi-functional nozzles

Aduptive, survivable, high-speed integrated control systems

High-speed, high-tcmperature mechanical systems

Operationally reaiistic, environmentally valid technology demonstrations
Seramjet combined cyele technology development/derionstration
Advanced fuels/systems for hypersonic applications

s @& =& & &

Since their introduction in the 1940s, gas-turbine engines have ra%idly evolved,
resulting in substantial improvements to performance, fuel economy, and reliability. Turbine
engine performance improvements provide the keystone to continued superiority in all DoD
aircraft and cruise missile programs, as both upgrades to existing platforms and power
sources for new platforms. The Integrated High Performance Turbine Engine Technology
(IHPTET) program is a three-phased effort aimed at doubling gas-turbine propulsion
capability by the turn of the century. This program aims to advance the technology for
turbofan engines get aircraft), turboshaft engines (helicopters), and expendable platforms
{cruise misstles). Other air-breathing propulsion systems necessary for present and future
progiams include ramjet/supersonic com@ustion ramjet (scramjet), combined cycle, and
diesel. Itis probable that hypersonic propulsion (> Mach 5) will use an air-breathing system,
such as a scramjet engine. This high-speed regime poses a new and different series of
problems in aerodynamics, engine design, and grcpuls:on/airframe integration. In order to
advance propulsion technology, R&D will be required into new materials, reduced
signatures, anc survivable control systems. These technology developments are leading to
“smart engines”, which will be capable of actively monitoring and reacting to internal engine
conditions to maximize overall performance. Aircraft gas~turbine technology provides
militarily superior engines with applications for military and commercial engines, and thus
supports domestic competitiveness for the civilian aircraft industry. Advances in materials,
design, and aerothermodynamic techniques can be expected to contribute significantly to a
wide spectrum of the military and commercial industrial base and continue U.S, preeminence
in the air-breathing propulsion technology base. Detailed plans for the development of this
critical technology are in Annex B, on page i4-1.
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15. Pulsed Power technology is the generation of repetitive, short~duration, high~peak
power pulses with relatively light-weight, low-volume devices for weapons and sensors. The
technology encompasses techniques for conversion, storage, pulse-forming, and
transmission of electrical energy. The principal component fields of this critical technology
are: :

Energy storage
Power switching
Conditioning circuits
Power sources

High power microwave

Pulsed power technology is required for directed energy weapons (DEW), kinetic
energy weapons (KEW), and ground- and space-based identification and surveillance
systems. Weapon systems like KEW use hypervelocity projectiles for long-range
en%agements, and rapid firing rates for anti~missile and anti-armor defense. In addition,
pulsed power is also essential for other systems such as laser radars, ultra-wideband radars,
and nuclear weapon effects simulators. Energy storage systems often consist of large,
high~voltage, high-current capacitor banks that have a modular design. For military
applications, energy storage systems must have high energy densities (kJ/Kg) to reduce system
weight. In the near term (FY 1992), DoD will demonstrate energy densities to 10 kJ/kg from
an inductive system, and in the longer term, DoD will demonstrate energy densities to IMJ/kg
by 1997, thus paving the way for high-performance directed energy weapons. This would also
meet the requirements for the most advanced hypervelocity electro-magnetic guns, with
velocities of >20 km/sec. Significant improvements are required in opening and closing
switch technology for transferring the power from the guls’e forming network to the various
weapon system loads. This technology requires a high repetition rate using plasma, solid

state, and magnetic elements. Detailed plans for the development of this critical technology
are in Anncx B, on page 15-1.
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16. Hypervelocity Projectiles and Propulsion technology is the capability to propel
projectiles to greater-than-conventional velocities (over 2.0 km/sec), as well as
understanding the behavior of projectiles and targéts at such velocities. The principal
component fields of this critical technology are:

s  Projectile design
+  Projectile propulsion
¢ Projectile-target interaction

Hypervelocity projectiles provide more penetrating and destructive capability against
armored targets, have an increased range, and a decrcased time of flight. Applications are
anti-armor systems {e.g., tanks, artillery), air defense systems, and theater or straiggic missile
or re-entry vehicle intercept (both endo- and exo-atmospheric) systems. Propulsion systems
that are being investigated include electromagnetic (EM) guns (ratlguns and coilguns, electro
thermal guns, traveling-charge guns with liqud or solid high-energy propellants,
hypervelocity rockets, and explosively—driven shock tubes). New designs of armor-piercing,
rod—sha%ed charges, explosively formed penetrators,and Ioni-rod kinetic energy projectiles
are also being developed. The X-Rod program is to explore the feasibility of an autonomous
or command guided, high-speed kinetic energy penetrator against enemy tanks. DoD will
test prototype projectile designs developed in this program in FY 1994, Developments such
as reactive armor and complex multilayer armors will significantly reduce the effectiveness of
the current antiarmor weapon inventory. The effective range of conventional unguided
anti-aircraft projectiles is limited, because targets can maneuver out of the line of fire during
the projectile’s time-of-flight; however, a hypervelocity projectile’s time-of-flight to the
target is significantly reduced, thereby increasing the weapon’s effective range. For space
applications, the Exoatmospheric Thunderbolt effort inclucﬁzs development of a 56 mm EM
gun, armature, and power system to achieve high velocity projectile launches, with testing of
the prototype system planned for FY 1994. Major R&D efforts exist at the basic and applied
research level; therefore, there is little manufacturing capability at this time. Industrial base
issues arise from specialized material requirements and small, light, inertial guidance and
measurement units. The industrial base is considered sparse because of the lack of maturity
and limited size. The potential for commercial spin-off of EM gun teclmolo%y isin the plating
and welding area. Detailed plans for the development of this critical technology are in Annex
B, on page 16-1.




17. High Energy Density Materials (HEDM) ar¢ compositions of high-energy
ingredients used as explosives, propellants, or pyrotechnics. These compositions contain
high~density stable explosive compounds, binders, i)lasticizers, and other energetic
ingredients, such as metallic compounds. The principal component fields of this critical
technology are: , .

e Explosive applications

s Propellant applications

s Warhcads

e Chemically bound,excited state components
¢  Nuclear isomers

These materials may be able to release up to 10 times the energy nowstored in current
explosive materials and propellants. This is a field of high risk research and speculative
payoff. HEDM propellants provide the means of getting most ordnance items to the target,
and once near the target, provide the means to kill the target. The breadth of systems that will
benefit from HEDM range from strategic missile propulsion, to mines, to conventional
warheads, explosives and propellants. While increases in energy~density are continually
sought, other important parameters include safety, stability, signature, toxicity, and
reliability. One objective of the development program is advanced warhead design with
higher lethality to compensate for increased miss distances, and to allow smaller warheads,
more propellant, and longer ranges. For tank armor, a 50% increase in penetration thickness
is sought, greatly increasing the vulnerable area of the enemy tank. A significant technology
development effort is underway to reduce the signature of tactical missiles, reducing the
danger of observation for the attacker. The goal 1s to develop a propellant with no visible
signature and a factor of ten reduction in infrared signature. To meet these goals, DoD, DoE,
and industry research proirlams must encompass scientific programs in combustion,
detonation physics, reaction kinetics, and synthesis of new materials. The industrial base for
HEDM provides its producis to DoD, DoE, and NASA. Most non-military applications are
related to satellite laurch systems, NASA and commercial space customers, and commercial
blasting agen1ts. Detailed plans for the development of this critical technology are in Annex B,
on page 17-1. '




18. Composite Materials are defined as two or more constituent materials that are
combined together in such a manner as to produce a substance possessing selected properties
superior to those of its individual components. The principal component fields of this critical
technology are:

Polymer (organic) matrix composites
Metal matrix composites

Carbon matrix composites

Ceramic matrix composites

Hybrid composites

Composite materials possess hi&h strength, low weiéht, and are able to withstand high
teimperatuies for aerospace and other applications. Composite materials technology
promises significant improvement for weapons performance, design, and affordability. For
some systems, composites are recognized as the enabling technology required for fulfillment
of demanding thermal, structural, and mechanical requircinicite (such as for the National
Aero Space Plane (NASP), advanced gas turbines, deep submergence vehicies, spacecraft,
ground combat vehicles, and long range cruise missiles). The major objectives for this
technology are to: (1) develop alternative materialsand manufacturing processes that provide
composites and components with improved performance at acceptable cost to meet DoD
mission requirements; (2) incorporate concurrent engineering, design, and producibility into
materials and manufacturing processes; and (3) develop a focused mechanism for
transitioning and supporting new composites rapidly into production applications. Metal
matrix composites (MMCs) are an important emerging technology. DoD’s development of
MMCs will result in a demonstration of matrices for high thermal conductivity and high
temperature applications by FY 1992. Composite materials will be needed to make future
systems most effective in a wide spectrum of vehicle structures, including high-temperature
propulsion systems, hypervelocity vehicles, short take-off and landing (STOL) and vertical
take~off and landing (VTOL) vehicles, as well as for spacecraft, protection against directed
energy threats, and advanced hull superstructures and forms and submarine structures.
Composite materials offer the potential to provide lighter systems that are more agile and
deployable than are possible with conventional approaches. By 2001, DoD will demonstrate
a 25to 50% weight reduction in airframes, land vehicles, and space vehicles. In addition, DoD
is developing damage-tolerant composite materials and hardening concepts for protection of
platforms and weapons systems against operational hazards and advanced threats. Military
demand for high~performance materials in the United States is projected to maintain a
thriving community of advanced materials and equipment suppliers. At present, advanced
materials developed for military applications are expensive relative to the commercial sector.
Detailed plans for the development of this critical technology are in Annex B, on page 18-1.
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19. Superconductivity This technology' makes use of the zero resistance property and
other unique and remarkable propefties of superconductors for creation of
high-performance sensors, electronic ices and subsystems, and supermagnet based
systems. The principal component fields of this critical technology are:

*  Low wmperature superconductons (LTS)
Supermagnets
Sensors and electronics

¢ High temperature superconductors (H1S)
Supermagneis
Sensors and electronics

Introduction of superconducting devices offers the potential for reducing drastically
the energy losses and cooling requirements, which in turn make for muc improved
processing speed and packaging density in digital microcircuitry. The frequency selectivity in
analog filters using superconductor elements can not be ap roximateg by other types of
devices. The recently discovered high~temperature su%aercon ucting materials offer er
decreases in cooling requirements, promising the use of liquid nitrogen, rather than heliumas
a coolant, which makes potential ap})ﬁcations much more practical. The challenge in the field
is how to make the best possible (relatively near-term) use of the well established technology
of low-temperature devices {operating at less that 23°K) while resolving the serious
})roblems associated with the use of high~temperature superconductors, which in the
ong~term may be more promising.

The DoD LTS program covers electric drive system for ships, electric generators,
magnetic energy storage systems, electromagnetic guns and catapults, microwave and
millimeter wave generators, analog communication and surveillance slystem components, and
digital clectronic subsystems and systems, including analog-digital converters, cross-bar
switch, cache~-memories and digital signal processors. Many of these LTS developments will
endure, but they will also serve as prototypes for later HTS a;})’plications which use transition
temperatures as high as 125°K or possibly above. While the HTS devices impose lesser
refrigeration penalties, problems of brittleness, crystalline anisotorphy, corrosion and bulk
current density still require extensive development. The DoD plan for FITS materials aims at
the fundamentals in the development of bulk conductors for magnets, thin—film sensors and
electronics, together with the associated manufacturing processes.

Superconductor applications will resultin higher performance sensors and electronics
for the military and recﬁlc_gd weight, volume and power requirements. Electromagnetic
propulsion of ships and projectiles may become practical through the introduction of HTS
devices. Detailed plans for the development of this critical technology are in Annex B, on
page 19-1.
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20. Biotechnology is the systematic application of biology for an end use in engineering
ot medicine with many porential defense applications. The principal component fields of this
critical technology are:

¢  Processes
¢ Materials
¢ Sensors

Because of the discovery and exploitation of biological mechanisms that control living
organisms, it is now possible to engineer microbial, plant, and animal celis to act as factories
for the synthesis of existent or new materials at substantially enhanced rates and efficiencies.
Biosynthesis of new enzymes, which are biological catalysts, offers the prospect of developing
new pathways for synthesis or degradation of chemicals. The DoD is constantly pressing the
foretront of materials technology, both because of the severe working environments and the
need for extremely high reliability, Biotechnology may offer an attractive means for
producing new classes of materials, at low cost, with the added strategic advantage of using
non-petroleum—based feedstocks. The cost of developing some new materials is also likely to
decrease when they are produced biologically because of the potential for producing
“generic” materials that may be easily modified at the molecular level without the need to
develop a new manufacturing scheme. Biosensors have extremely high selectivity and
sensitivity, exceeding anything obtainable by non-biological sensors. The objective of the
DoD sensor effort is to discover the basic principles used by living-system sensors and exploit
them in designing new sensors. Advanced, antibody~based sensors for real-time detection of
chemical and biclogical agents will be demonstrated in FY 1993. Bioprocesses have the
intrinsic advantage of requiring far less energy and therefore can be considerably less costly.
They are also less environmentally damaging and proceed with greater speed, specificity, and
selectivity than do conventional processes. Additionally, recombinant DNA technology can
be used to tailor organisms to perform specific tasks or to manufacture products that would be
difficult or costly to obtain using conventional methods. Basic research efforts in
decontamination technology are aimed at developing generic approaches to design of
enzymes for catalytic degradation of broad classes of chemical warfare agents. There is a
great need to be able to develop enzymes rapidly and inexpensively that will exhibit high
activity for new chemical agents. FY 1995 is the target for meeting this goal. Testing of
protective coatings and camouflage creams using existing enzymes is expected ic be
completed by FY 1993, This effort has been accelerated significantly during 1990 to meet the
demands of the Persian Gulf War and a number of new materials will be producedinFY 1991.
Detailed plans for the development of this critical technology are in Annex B, on page 20-1.




21. Flexible Manufacturing is the integration of production process elements aimed at
efficient, low cost operation for small, as well as high volume part number variations, with
rapidly changing requirement for end product attributes. Manufacturing involves people,
equipment, materials, information, and controls acting together to transform materials mto
products. The principal component fields of this critical technology are:

#  Product data definition for antomated manufacturing
*  CAD/CAM/CAE/CAPP

o Databeses and database management

¢ Communications and networking

s Intelligent software interfaces

One of the key merits of flexible manufacturing is the ability to operate efficiently at
variable production rates, to expand rapidly and e:?ﬁciently to higher output levels, to
accommodate reasonable changes in the output product specifications. Success hinges upon
the reliable insertion of automated and flexible information (storage, processing, and
retrieval) into the translation of design concepts, engineering, detailed designs, and the many
diverse mechanical and other processes involved in manufacturing. The DoD technology
development plan comprises standards for definition of product data, design of integrated
computer aided design-engineering-manufacturing process planning and control, data
management, and communications.

The impacts on DoD’s future are seen as increased abili*y to accommodate, at
affordable cost, the rapidly changing needs for prototyping. small production runs, and
potential expansion to large~volume production. Changes in ti:2 manufacturing processes,
caused by introduction of new design specifications or improved materials will be
accommodated without expensive redesign of the whole manufacturing process. Industry will
benefit from the standardization implied by the DoD program so that the diverse computer
aided processes will be increasinglycompatible and adaptable to integration at the single, and
perhaps the multi-plant, levels. The need for upgrading personnel skills in order to achieve
the best possible task distribution between human operators and production equipment will
be addressed by both DoD and industry developmental activities. The training of
semi-professionals in designing and operating highly automated systems will also benefit.
Detailed plans for the development of this critical technology are in Annex B, on page 21-1.




| \'A FUNDING OF DEFENSE CRITICAL TECHNOLOGIES

The development of advanced defense technologies requires predictable levels of
investment and program support, but aiso the flexibility to make rapid adjustment when
needed. DoD'’s investment strategy is thus designed to provide a strong, sustained approach
to technology development. DoD)’s suppor: for the Defense Critical Technologies reflects
this consistent, long~-term commitment.

‘Tables 2A and 2B in Chapter I provide a summary of estimated DoD funding for the
Defense Critical Technologies in the FY 1987-91 period, as well as annual totals for FY
1992--97. These figures present funding from the DoD Science and Technology program and
include the Strategic Defense Initiative Organization (SDIO), as well as a summary not
including SDIO.

DoD research and technology efforts are managed as programs. In fundamental
research, funds for specific technologies are generally readily identifiable. As research comes
closer to application, the focus changes to programs that combine and integrate technologies
to produce items of military utility. Cost accounting programs in DoD are geared to tracking
program costs and are not well suited to tracing costs to technology areas. Further, military
critical technologies by definition impact a wide range of applications. Details of the funding
of Critical Technologies by program element are shown in Annex A.

DobD s planning for incremental, consistent, long-term increases in emphasis for S&T
funding relative to other parts of the RDT&E program. Figure 2 shows that DoD S&T, and
especially funding for critical technologies, fare well in light of the programmed reductions in
Defense RDT&E (shown here without SDI funds). Projected S&T funding will grow from
16% of total DoD RDT&E in the President’s FY 1991 request to more than 22% of RDT&E
in FY 1997. During this same period, critical technologies funding increased from 8% to 12%
of the total DOD RDT&E. It should be noted that these percentages are understated because
classified funding is not included. This demonstrates the commitment we have made to
keeping our S&T program strong.

Figure 3 illusirates that funding for critical technologies grows significantly as a
fraction of S&T, whether or not SDI funds are a part of the picture. In particular, critical
technology funds (excluding SDI} increase from approximately 37% to 52% of S&T. Of
particular note is the emphasis on critical technology support over the last year asshown inthe
following table of budget requests and Congressional tunding.

FY 1991 FY 1991 FY 1892
Request Congressional Request
Funding
Critical Technologies as % of S&T 37% 50% 52%
(without SDI)
Critical Technologies as % of 8&T 30% 41% 35%
{with SDY)

Budget Requests and Congressional Funding Ratios

Iv-1



i~008492
45

FY9t flequest

"""""""" Sclence & Technology (Without §DI) "~ "7 7" """
-------------------- Critical Technologies (Without DI} ----

2 L. / 3 : Lr “{‘

+
» ¥ o) ¢ % tat
0 ! T T H ] T 1
Fyot Fyez FY93 FYo4 FYQS FYS6 FYa7r
Figure 2 DoD RDT&E, Funding ($ Billions)

L-00849¢

Critical Technologles (With SDI)

4jmmeana -)-(::_-—__“_:* _::_g::,,@.s.u@%—n...w-p*&mfxi‘fn"“ ----- -
B SCXY I e uranss S -
Critical Technologies (Without SDI)
.o -*..- -------------------------------------------- o
FY91 Request
0 1] | i t 13 1 !
FY91 13 4:74 FYQa3 FY94 FY95 FY98 FY57

Figure3  DoD Science & Technology Funding ($ Billions)

V-2




For FY 1992, the resources for Service-executed evolutionary techmology
developments will be better managed because of the outcome of the Defense Management
Review (DMR). Resources are also adequate for breakthrough, revolutionary technologies,
with DARPA taking the: lead and with contributioas from the Services, the Department of
Energy laboratories, and industry. Funding needs for trump card technologies are more
difficult to characterize. Our goal in this arena must be to foster an environment that allows
and rewards discovery and invention of those new basic science and engineering
developments on which trump cards depend, while fostering high-level management
sensitivity in DoD and the military for their importance and potential.

In line with the White House initiative on High Performance Computing and
Communications, the Defense Critical Technologies Plan contains $232 million for DARPA
{as compared to the FY 1991 base of $183 million) to pursue technical objectives associated
with high performance computing, such as systems, network technology, and enabling
software. This initiative, which is being coordinated by the Federal Coordinating Council for
Science, Engineering, and Technology, is a balanced program to extend our nation’s
leadership in high performance computing and computer communications; to put those
technologies to work for defense as well; and to make these technologies an integral part of
science, technology, and industry. This is an example of the sort of high-leverage
breakthrough opportunity we can capture with the right guidance and resources.

Our overall budget is sound, but we will reexamine opportunities and priorities for FY
1993 budget refinements and guidelines pertinent to the 1994-1999 FYDP. The full impact of
our planning will be felt in FY 1994, as we continue to evaluate our priorities during the PPBS
process and increase emghasis on higher priority programs, using the framework provided by
the Defense Critical Technologies Plan and by further analysis of technical opportunities and
new user needs.




V. MANAGING SCIENCE AND TECHNOLOGY

The objectives of the DDR&E for the DoD S&T prog. 1 qs are:

1. To ensure a strong S&T program that uses to wie full all available
technical opportunities to meet the DoD users’ needs;

2. To ensure that the S&T programs of the DoD are adequately
resourced, with fully adequate resources devoted to the most
important objectives, and with the lesser needs funded on an austere
basis;

3. To ensure that the S&T programs are well managed by the
performers, and that the technical cutput of the S&T programs are
well utilized by the users.

The Defense Critical Technology Plan (DCTP) is an important management tool "
achieving these objectives. In particular the DCT planning process will be used to provide u
clear statement of the S&T program to the DoD Planning, Programming, and Budgetir 2
System. This Statement will be made in terms of technical objectives, of improvements in
military capabilities to be obtained from the use of the technical results, and of the resources
required to achieve the technical results.

The technical program objectives and the desired improvements in mailitary user
capabilities will be set by the DDR&E, with the assistance of the Deputy DDR&E(R&AT),
and the Defense Science and Technology Steering Group. The Services, Defense Agencies
and others will make their contributions through the DS&T Stecring Group.

The Defense Critical Technology planning process will provide continuous
imprevement for the S&T performers by involving military users and outside technical
helpers as needed.

The DCTP and the DCT planning process will contribute importantly to the
Acquisition process. They will do so primarily by providing a detailed but highly structured
description of S&T 1 rogram objectives. This will assist the DAB committees in evaluating the
technical risk of D+ < programs. Another contribution will come from the highly skilled
cadre of technical expenis, managers, and planners assembled by the DS&T Steering Group.
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ANNEX A
CRITICAL TECHNOLOGIES FUNDING
BY
PROGRAM ELEMENT

Tables A~1 and A-2 provide the funding for the critical technologies in each of the
applicable program elements in the DoD Science and Technology program for the fiscal years
1 81 and 1992 respectively.

The Defense bud&:zt is arranged into a large number of program elements (the number
of Séogram elements in the DoD Science and Technology ‘;))rograms is 160in 1991 and 153 in
1992). Each program element is broken down into a number of units, sub~units, etc., usually
ranging from projects to tasks. Each program element represents a cohesive technology area
containing many related activities.

Some program elements support generic technologies, but most are focused on
developing improved military capability and thus encompass a number of technology areas.
(For example, a program element dedicated to improving surveillance and detection on the
battlefield might include optical, iufrared, radar, and seismic technologies. In addition,
funds for basic research are allocated by discipline (such as mathematics, computer science,
physics, electronics, biology, etc.). The funding in Tables A-1 and A-2 was developed by
determinir.g the extent to which the individual tasks were contributing to the development of
one or more of the critical technologies.
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ANNEX B
CRITICAL TECHNOLOGIES
DETAILED PLANS

This Annex provides a comprehensive review of sach of the 21 Defense Critical
Technology Plaus. 'IPhe purpose of these plans is to provide both policymakers and technical
personnel with a concise, yet complete and readable, roadmap for cach of the Defense
Critical Technologies. These summary plans should clarify technological issues and therefore
contribute to an informed policymaking process.

The individual technology plans are the product of a lengthy coordination process
involving the combined efforts of the Military Services, Defense Agencies, the Office of the
Secretary of Defense, the Department of Energy, and three National Laboratories to assess
and identify those technologies seen as critical to the “long term qualitative superiority of
United States weapons systems,” and to set forth plans for their timely development.
Valuable inputs and comments were received from the Defense Science Board, the National
Science Foundation, the National Aeronautics and Space Administration, and the National
institute of Standards and Technology. We especially appreciate the detailed and careful
review of last year’s plan provided by three industry associations, the Aerospace Industries
Association, the Electronic Industries Association, and the National Security Industry
Association. All these inputs contributed greatly to making this a better document.

A, Selecting Critical Technologies

The Critical Technologies were selected on the basis of the criteria listed below. Major
improvements in one or more selection criteria are sought.

Performance Criteria

° Enhancing performance of existing weapons systems

® Providing new military capabilities

Quality Design Criteria

. Contributing to availability, dependability, reliability

® Contributing to weapon systems affordability (lower life cycle cost

through producibility, maintainability, etc.)

Multiple~-Use Criteria

L Pervasiveness in major weapon systems

* Strengthening the defense industrial base.

The selection process started with a consideration by a group of technical experts,
representing all major DoD and DoE components sponsoring science and technology
activities, of numerous candidate critical technologies. Each candidate critical technology
vas broken down into “technology sets” which were further refined by including (or
excluding) specific technical activities. Each candidate critical techrology so defined was
measured against military payoffs and the selection criteria listed above. This year’s selection
process had the advantage of two years of experience, plus the benefit of other critical

technology planning efforts (such as ones by the Defense Science Board, by the National
Critical Technologies Panel chaired from the Office of Science and Technology Policy, by the
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Department of Commerce, and by industry associations such as the Aerospace Industries
Association), Since their selections are remarkably similar, our process this year
concentrated on refining last year’s selection (ieaving most of the critical technology titles
unchanged, but making some changes among the technolofy sets); adding one new
technclogy concerned with the integration of other technologies for manufacturing (Flexible
Manufacturing).

A further refinement in the selection process involved assessing the pay-off of the
critical technologies in a wide range of military applications. A matrixmethod was developed
by the group of experts with the active é)arﬁcxpanon of the Joint Staff. This method germits
the assessment process to be carried out in stages, cascading from National Securi
Objectives through various intermediate prioritization matrices to (finally) critical
technologies. (The intermediate stages represent recotﬁnized entities such as Basic Force
Packages, and Mission Areas.) In tkis way each stage of the assessment may be carried out by
the most knowledgeable personnel, for example starting with military planners and ending
with technologists. The systematic participation of such a diversity of experts gives this
method added credibility.

B. Organization of the Technology Plans

This annex contains a detailed plan for the development of each technology. Each
plan is organized as follows:

® Description of Technology: A brief, narrative description of each
critical technology.
* FPayoff: The impact of anticipated technological advances upon the

capabilities of future weapon systems and on the industrial base is
discussed. Adiscussion of the impact of technology development on
logistics is included in this year’s plan.

e S&T Program and Plans: This section provides a summary
description of each plan. To provide the necessary level of detailed
planning information, the elements of the plan are presented in
terms of the components of the critical technology, which are
divided into “technology sets,” which in turn are subdivided into
“technology activities.” (Each CT averages about 25 such activities.)

Obg'lectives are set for the coming budget period (6 years), and

technology development milestones are projected up to a 15-year

time horizon.

. Leveraging Industrial Base Capabilities: Current and projected
industrial base capabilities are addressed in this section. The section
draws heavily upon the recently completed DoD Report to Congress
on the Defense Industrial Base: Crtical Industries Planning, 1990,

. Related R&D in the United States: Technology development plans of
NASA, the National Science Foundation, and NIST are
incorporated here along with summaries of private sector efforts.

o International Assessment: Foreign technological capabilities are
compared in this section. A new feature, added this year, describes

technology trends for nation or groups of nations which have
comparable technological capabilities to the United States. This
section also summarizes existing technology exchange agreements
and international cooperation.
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1. SEMICONDUCTOR MATERIALS AND
MICROELECTRONIC CIRCUITS

A.  DESCRIPTION OF TECHNOLOGY

Since its inception three decades ago, microelectronic circuit technology has been
responsible for the creation of dozens of new industries such as data processing, home
computers, robotics, software, and video games. It has fundamentally altered
communications, education, health care, recreation, entertainment, and work activity. For
the soldier in the field, it has extended the range his eyes can see and his ears can hear.
Microelectronic circuit technology has expanded the ability of his brain to make timely
decisions on a technologically complex batilefield and multiplied the muscle power he can
deliver against an enemy. Because microcircuit technology has affected a wide range of
diverse industries and ca;l)abilities, it is considered critical to the future of our national
economy and our national security.

Microelectronics technology involves phenomenal reductions in the size of complex
electronic circuits. Today, these reductions have made possible complete computer chips that
are no larger than a fingernail. Shrinking electronic circuit feature size results in the ability to
achieve greater circuit densities (circuit elements per area). For example, technolo
advances have quadrupled the storage cegacity of dynamic random access memories (RAM
every 3 years over the past 20 years. Other important benefits achieved with shrinking
ﬁ{;ﬁtromcdcircuit size include lower power demand, higher reliability, lower cost, and very

igh speed.

While microelectronics technology not only strives to make circuit features smaller, it
also works to increase their complexity, This increase in circuit complexity requires extremely
high quality semiconductor materials and sophisticated equipment that can make patterns
that are smaller than the wavelength of visible light. It requires dimensioning gate lengths that
are smaller than a millionth of a meter and measuring the thickness of surface coatings in
molecular diameters. A typical microcircuit requires hundreds of separate manufacturing
steps, each of which must achieve a near perfect reliability to allow a cost-effective yield of
the final device. These sensitive devices must be designed (and then must be properly
ﬁackaged so that they can withstand rugged military environments and be able to tolerate

igh Jevels of radiation.

This critical technology includes the investigation and characterization of a variety of
new semiconductor materials that offer the potential for significant performance increases
and cost reductions. It encompasses the development of new manufacturing methods and
tools to produce quality wafers from which circuits can be built. Microelectronic circuitry
technology is also concerned with developing a wide range of technologies that are necessary
to produce highly advanced microelectronic circuits. These technologies include:

° Computer-aided design (CAD) techniques that allow designers to
creatively manipulate constantly increasing amounts of complex
circuitry, extend current practice into the system-to-chip design
concept, and significantly reduce the design time.

. Far-term, high-risk lithography technologies such as electron beam
(E-beam), excimer UV, x-ray with both proximity and projection
systems, and ion beam.



° Fabrication technologies that capitalize on industry practices but
focus on military needs such as low-volume manufacturing,
radiation hardening, and extended temperature range devices.

. Packaging and interconnec: technologies that enhance circuit
performance and prevent degradation.
. Advanced materials such as diamond, silicon carbide (SiC), and

indium phosphide (InP) that offer advantages over gallium arsenide
{GaAs) and silicon (Si) for high-power operation and better thermal
e Management.

. Techitologies that improve the overall quality control and thermal
management of microelectronic circuits.

For purposes of description, the components of microelectronics fabrication may be divided
into: wafer preparation technologies (the technologies, equipment, and processes used for mass
production of semiconductor wafers, including crystal growers, slicers, polishers, and
reliminary dopant equipment); epitaxial growth technologies; wafer fabrication technologies
the body of processing technologies used to fabricate integrated circuits on prepared wafers);
design technology for mask making; and packaging, assembly, and test technologies.

Specific defense-related research and development plans in ihis Critical Technology
are directed toward fulfilling a wide variety of vital defense applications. Current research
and development thrusts range from develo;l:ment of full manufacturing processes to
exploration of promising (though Ferhaps novel) specialized techniques or applications. A
representative list of defense~related R&D thrusts cucrently underway includes efforts
supporting advances in analog/digital device production; power converter device production;
development of novel artificial neural networks (using analog signal processor circuits); high
resolution lithography technology (especially using x-ray and excimer optical techniques,
among others); development of processes for very large scale integration (VLSI) technologies
(with contributions from SEMATECH); and radiation resistant isolation, especially SOI
material development. The table below summarizes these representative technology sets.

Technology Sets in Semiconducter Materials and Microelectronic Circuits

s Very large scale integrated circuits

o CAD for complex circuits

o  High resolution lithography

¢  Analog/digital converters

¢  Power converters

¢  Micro- and millimeter wave sources and amplifiers
o  Transmit/receive modules and arrays

o  Signal control components

«  Radiation-hard isolation technology

Silicon-based semiconductor technology is highly advanced and continues to provide
the bulk of conventional integrated circuitry and high-power devices. The dominance of
silicon-based semiconductor manufacturing technology will continue for a decade or more.




Thus, long-term DoD/DoE efforts in microelectronics technology can be expected to
significantly involve silicon technologies for the indefinite future. In fact, advances in
silicon-based technology continue at an impressive rate, continuing to make it difficult for
alternative technologies over the near- to mid-term to compete in digital electronics.

Microwave and digital GaAs technology is expected to become competitive with
silicon-based microelectronics in the long term and promises significant advantages over
comparable silicon-based devices for selected military applications. For example, GaAs has
an electron mobility nearly seven times higiser than silicon and inherently better resistance to
radiation damage than does silicon. Thus, a GaAs integrated circuit may eventually be faster
and lower power than a silicon-based counterpart of similar design and complexity. Also,
unlike silicon, gallium arsenide has a direct bandgap, thus permitting a wider range of

tential applications (e.g., in optoelectronic devices). However, GaAs today remains
inferior to silicon in some radiation problems (such as single~event upset for space radiation).

GaAs and other compound semiconductors such as InP and indium gallium arsenide
(InGaAs) play important rolesin microwave and millimeter-wave devices and circuits. Other
materials such as indiuin antimonide and mercury cadmium telluride are used for infrared
and optical detection. None of these compound-semiconductor technologies are nearly as
developed as Si techmology, which has benefited from more than two decades of substantial
research and development.

InP devices offer higher voltages and electron velocities than those made of GaAs or
Si, and InP laboratory prototypes have demonstrated three times the power capability of
GaAs devices. SiC devices promise to be even better in these respects than InP devices, and,
in addition, can operate at elevated temperatures up to at least 500°C. Diamond technology
shows the greatest promise because of its superior thermal conductivity and electronic
roperties. Electronic devices made of diamond ultimately should be unsurpassed for
igh-piwer, high-temperature applications as well as applications demanding radiation
hardness.

B. PAYOFF

1. Impact on Future Weapon Systems

a. Weapcn System Performance

Microelectronics technology has a pervasive effect on virtually every U.S. weapon
system, current or future. Increasing miniaturization techniques allow major modifications of
current weapons platforms (such as the creation of aerodynamically unstable aircraft
controlled by onboard microprocessors, as on the F-16) to the development of radically new
weapons concepts (e.g., “brilliant” weapons). The ability to build in self-test circuitrg will
greatly reduce maintenance problems and improve overall systems reliability.
Microelectronics technology may critically affect operations scenarios and deployment
tactics by providing ever increasing decision aids and communications capabilities between
tactical/theater commanders and their battlefield assets.

Increasing circuit complexity and functionality also will allow major expansion of key
military opcrational capabilities for reconnaissance, surveillance, and target acquisition
(RSTA); command, control, and communications (C3); and battlefield lethality. For example,
the envisioned availability of gigabit (10° bits) dynamic random access memory (DRAM) will



increase information access to large data bases by three orders of magnitude or more,
possibly as early as 2000 to 2005.

The technology sets described in this plan contribute substantially to realizing the
defense-related potential of this Critical Technology. For example, Analog/Digital
Converter efforts emphasize developing devices with higher sampling rates and increased bit
resolution. Such devices can be used in nearly ail DoD weapon systems to substantially
increase this performance; Power Converter efforts help enable such cevices to be packaged
in the confined spaces of weapons and systems; Artificial Neural Networks are an example of
a promising longer term approach to increasing existing computational speeds by 100 to
1,000 times; High Resolution Lithography efforts which emphasize imaging or projection
?};.%m rovide vital development of a critical manufacturing process and technology;

I/ULSI efforts support advanced production of all types of integrated circuits, both
military and commercial; and new radiation hard isolation technologies, such as SOl material
for the fabrication of radiation hard microziectronics.

Silicon-based microelectronic technology will continue to prevail Curing the very
high-speed integrated circuit (VHSIC) era and for the foreseeable future. At the same time,
GaAs will remain the most readily available and commonly used material for microwave and
millimeter-wave frequency devices and circuits. In the longer term, indium phosphide may
emerge as the material of choice for applications requiring high RF power. These circuits are
critical building blocks for DoD electronic warfare, radar, smart and brilliant weapons, and
communications systems. The high performance, potentially low cost, umt-to-unit
reproducibility, and inherent radiation hardness of GaAs circuitry make it very useful in
front-end analog functions in these systems. GaAs also shows promise in solid-stats active
aperture antennas (phased arrays). In the 1990s. GaAs integrated circuit elements will appear
more frequently in equipment for communications, electronic warfare, electronic
intelligence, avionics, missile guidance and control, and surveiliance from space.

Future weapons systems will rely even more upon devices made available by advances
in semiconductor design and fabrication techniques. The ability to design and integrate new
microelectronic components into weapons systems is an essential corollary to device
fabrication technology. Our future defense posture relies in part on our ability to rapidly
exploit advances in microfabrication technology to design and produce devices for use in
military systems.

b. Logistics Infrastructure

In the manufacturing process, DoD consumes lower volumes of customn-designed
products than the typical commercial sector user. DoD products have fewer developmental
and/or operational test hours before rigid design/contlxa tion constraints are imposed.
Logistics demands for this technology include support of efforts to rapidly identify and resolve
hardware malfunctions within normal sustaining engineering and maintenance support
functions. Future microcircuit technology advances should emphasize prognostic- and
self-diagnosis, reconfiguring abilities, time/performance/stress measurement and logging
capabilities, and environmental feedback which is built into the chip designs.

Rapid changes in microcircuit technology are escalating the microelectronic device
obsolescence problem exponentially. The challenge for the logistics infrastructure is to keep
pace with microcircuit technology advances and growing device complexit}', while still being
able to acquire or manufacture replacement spares. The design and manufacturing life cycle

is two to five years, while the weapon system support cycle is measured in decades.




New capabilities to rapidly emulate obsolete microcircuits with qualified design and
manufacturing processes are urgently needed for replacement spares, Obsolete, out-of
production microelectronic devices are frequently needed as spare components in
operational systems for as long as 10 to 20 years after the microcircuit manufacturing and
board-level production facilities have converted to new technologies. As new DoD systems
rely on greater numbers of ASIC devices, the impact of parts obsolescence will grow.

Advanced product devel(gxnent and description support tools, integrated from’
microcircuit to system, must be developed and acquired by both the design and support
communities to ensure that product configurations are upwardly compatible over the support
life cycle. Extensions of hardware description languages to the analog domains (low and
microwave/millimeter-wave frequency) are essentia%. Development of integrated tool
frameworks that permit the automated transfer and application of product descriptions
across development, system emulation, and product testing domains is needed. Further, rapid
qualification of processes and components requires the same product and processdescription
languages and tools. The overali logistics infrastructure goal is to achieve dramatic cost
avoidance in long-term support of systems.

Rapid design and manufacturing changes require rapid advances in test, diagnosis, and
troubleshooting capabilities as well as standards for automation. Advances in system-level
architecture and simulation must be achieved in order to assure supportable system designs
before the manufacture of expensive custom devices. DoD rust use these future simulation
capabilities to ensure first-pass development and manufacturing of supportable systems.
Reprocurement will require accurate design representations, similar to and built on the
foundation of the VHSIC Hardware Description Language (VHDL), for use throughout the
support cycle. '

2. Potential Benefits to Industrial Base
a. Manufacturing Infrastructure

The thrusts toward ultra levels of miniaturization and higher speeds of operation are
clearg' applicable across a broad front of domestic electronics technology and will continue to
benefit many industry sectors and the consumer. Most military—oriented semiconductor
technology developments are directly a%)licable to the domestic industrial base. For
example, the recently completed VHSIC program has had many direct, immediate
beneficiaries, including the computer, automotive, telecommunications, and robotics
industries. Itis difficult, however, toidentify any domestic segment that would not be affected,
directly or indirectly, by advances in semiconductor technology, whether based upon silicon
or gal?ium arsenide. Differences between military and commercial development often
involve DoD requirements for certain, specific levels of radiation hardness, degree of
ruggedness, and perhaps higher frequency and power millimeter-wave capability.
SEMATECH, the semiconductor manufacturing technology consortium of U.S. industrial
firms with some DoD support, has the potential to contribute to the U.S. technology base and
competitiveness in the worldwide semiconductor industry. SEMATECH’s efforts are
directed toward making the United States a world leader in future submicron silicon
technology. The major thrust of SEMATECH includes the development and enhancement of
the semiconductor equipment industry and materials supply base.

DoD efforts in GaAs and InP technologies will also affect industrial development of
future microelectronic materials and devices. High-speed GaAs circuits and specialty
infrared sensors are beginning to find commercial markets. High-speed GaAs processors are
being used in next-generation supercomputers. High electron mobility transistors are also
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being used in television receivers. GaAs, aluminum gallium arsenide (AlGaAs), and
strained-layer (Ga,In)As transistors are also bein% used in teigvision receivers.
Longwavelength lasers (constructed from epitaxial layers grown either strained or
lattice-matched to InP) will significantly impact communications. High-performance
deteciors for these longer wavelength systems are available. Optical interconnects for
integrated circuits potentially can provide very high-volume, high-speed chip-to~chip and
processor-to~processor communication for a variety of computing and data storage
applications.

b. Logistics Infrastructure

Increased reliability and self-diagnosing, healing devices will reduce the frequency of
repair functions and, therefore, depot repair demands.

Line-replaceable units will be expensive to replace and repair. Since DoD acquires
microelectronics rather than manufacturing them in-house, defense industry needs to ensure
the availability of sustaining manufacturing capabilities that are automated, flexible, and
reconfigurable over system implementation life cycles. DoD also needs the flexibility to
target manufacturing to the most economical process for compatible form, fit, and function
(F3) replacement parts. This flexibility can only be achieved based on standardized hardware
Jescriptions.

In addition, depot maintenance and repair capabilities must be selectively upgraded to
handle advanced technologies and materials and remain compatible with commercial
manufacturing capabilities, Specialized repair facilities for procedures such as
debonding/rebonding of microelectornic chips in multi-chip packages and modules will
remain with the manufacturer over the near term., Life cycle maintenance and support
requirements must address long-term depot needs.

New standards and architecture consiraints for both the weapon systems and the
supporting test equipment should be developed to ensure compatibility between new
technologies and ftuture support environments. By developing these standards, DoD will
make the defense industria gase more flexible and, therefore, more competitive.

New development and design tool environments, based on the standard DoD
language Ada, are needed to ensure long~term supportability and sustainability of products.
These environments must support the automated capture of electronic product model
information, translation and development of required test strategies, and automated test
program generation capabilities.

C. S&T PROGRAMS
1. Summary Description of Plan for Technology Development

a. Very Large Scale Integrated Circuit (VLSI) Technology
1 Objective

Development of new material systems that offer significant improvement in
performance and cost. Development of new manufacturing technologies including large
volume and ilexible manufacturing.




(2}  Developmeni Milestones

. FY 1992 - Demonstrate SiGe heterojunciion~bipolar-transistor
logic

° FY 1993 — Demonstrate SiC circuits and diamond coatings for
improved thermal management

. FY 1994 — Demonstrate production (0.35 micron) device
technology

. FY 1995 — Demonstrate 16K SRAM C~-HIGFET devices made of
AlGaAs/GaAs and InAlAs/InGaAs »

. FY 1996 — Demonstrate non-volatile memory to replace magnetic

disc, e.g.. floating gate, ferroelectronic technology

b. CAD for Complex Circuits
(1)  Objective

Extension of current computer-aided design c:apabilit{lt}?I encompass system-to~chip
design and advanced packaging. Exploit the success of the VHSIC Hardware Description
Language (VHDL}.

(2)  Development Milestones
° FY 1991 — CAD for 100 x 100 synapse array
° FY 1993 — CAD for 1 million transistor synapse array

. FY 1996 — Achieve chip-to-system cor ~-ter-aided design
capability

° FY 1997 — Demoanstrate CAD ‘ools tha tpe ate advanced
packaging techniques

C. High Resolution Lithography
{1)  Objective

Develop new lithographic techniques, including 192-nm o .al lithography and x-ray
lithography, and the required industrial base capability for voluine production of integrated
circuits with feature sizes in the 0.1-0.3 pin range.

) Development Milesiones
e FY 1991 -~ Demonstrate synchrotron aligner

. FY 1992 — Demonstrate prototype 193-nm excin :r laser
lithography system and resist technology

. FY 1993 — Availability of 1x production mask cz; :biiity for
proximity x-ray




. FY 1994 — Commercial availability of production-worthy 193-nm
optical Iishography systems )
— Demonstration of compact synchrotron capability

) FY 1995 - Prototype x-ray, electron-beam, or ion projection
lithography systems

d. Analog/Digital Converters (ADCs)

(1)  Objective

Develop silicon-based analog-to~digital converters with higher sampling rates and
increased bit capability to achieve greater processing speeds and accuracy, and radiation
hardened for specific applications.

(2) Development Milestones

. FY 1991-Demonstrate 14-bit, 25~mega-sample per second ADCs

§ ° FY 1993-Demonstrate 16-bit, 125-mega-sample pzr second
5 o FY 1995-Demonstrate 10-bit, 1 Giga sample per second ADCs,

e Power Converter Technology
1) Objective

Develop highly regulated, low-voltage power converters with increased power
densities and higher efficiencies,

S (2)  Development Milestones
' . FY 1993 — Demonstrate 95 percent efficient, 100W-250W,
100W/cu.in. power converters.

f. Microwave and Millimeter Wave Solid State Sources and Amplifiers
(1)  Objective

Develop three terminal I1I-V compound devices for operation in 44, 60, and 94 GHz
systems. Emphasis is on effiviency, power, frequency, noise figure, bandwidth, small size, low
weight, affordability and reliability.

(2) Development Milestones

_ . FY 1992 — Demonstrate advanced heterojunction bipolar
Ty transistors
° FY 1993 — Demonstrate pulse pewer transistors for
mm-wave-radar
. FY 1994 — Demonstrate InP power high temperature microwave
devices




° FY 1995 - Demonstrate monolithic integrated circuits operating
up to 100 GHz

. FY 1996 — Demonstrate silicon carbide power devices

. FY 1997 — Demonstrate diamond power devices

° FY 1997 — Demonstrate solid state amplifier producing 5w at
50GHz

£ Transmit/Receive Modules and Arrays
(1) - Objective

Develop high reliability, solid state, transmit/receive (T/R) modules and arrays for
multimode radar; wideband arrays for radar, ECM, and ESM; advanced IC designs for
transmit/receive modules; 20, 44, 60 and 94 GHz airborne and sgace arrays. Emphasis is on
higher module efficiency, broad bandwidth, low sidelobes with adaptive null placement,
beam agility, low radar cross section, reliability, and affordability.

(2)  Development Milestones

. FY 1992 — Demonstrate array filtering techniques

. FY 1994 — Demonstrate 40 GHz T/R module

o FY 1995 — Demonstrate 60 GHz T/R module

. FY 1996 — Demonstrate 40 GHz multibeam active phased array
. FY 1997-Demonstrate wafer scale integration for phased arrays

h, Signal Control Components
(1)  Objective

Develop surface acoustic wave and acoustic change transport filters, compressors, and
correlators. Develop switches, limiters, phase shifters, broad band planar mixers, circulators,
and frequency synthesizers. Emphasis is on higher power, broad bandwidth, small size, low
noise and loss, high yield, hardened and reliable devices.

) Development Milestones

. FY 1992 — Demonstrate 8-18 GHz miniature ferrite circulators

. FY 1994 — Demonstrate 30-100 GHz planar control components

. FY 1995 — Demonstrate ICs incorporating microwave, optical, and
digital functions

® FY 1996-Demonstrate low loss phase shifters (1-100 GHz)
. FY 1997-Demonstrate 160 GHz EW frequency synthesizer




2.

3.

40
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i. Radiation Hard Isolation Technology
(1}  Objective

Develop ultra large-scale integration technology with advanced isolation methods
using silicon-on-insulator (SOI) substrates with advanced radiation resistance (total dose,
iransient upset, single event upset and neutrons). Utilize the static random access memory as
the technology demonstration vehicle. Emphasis is on low-cost, defect-free SOI wafers in
diameters ranging from 100-200 mm.

2)  Development Milestones

. FY 1993-Demonstrate rad-hard, 1 M-bit, CMOS, SRAM on

SIMOX material

° FY 1994-Demonstrate high speed, rad-hard, BICMOS, SRAM on
SIMOX (< 10 nsec access time)

T . FY 1996-Demonstrate radiation-hard 0.5 micron CMOQS/SOI, low
volume piocessing technology using SOI isclation

. FY 1997-Demonstrate large diameter, low cost, defect free, SOI
m:fteﬁ;al (< 10% CM"? defects, 10'° cm impurities, 200~250 mm
wafers

Technoiogy Objectives

The table on the following page summarizes the DoD technology objectives in the
area of microelectronic materials, circuits, and their fabrication.

Resources

A summary of total S&T funding! is shown in the table below.

Demonstrate mega RAD total dose hardness at liquid
nitrogen temperature

Funding — Semiconductor Materials and Microelectronic Circuits ($M)

FY87-91

FY92

FY93

FY94

FY95

FY96

FY97

1,955

479

481

487

488

490

510

Utilizing the Technology

Silicon-based digital and analog integrated circuits are widely used throughout DoD
weapon systems and communication systems and platforms, In fact, an important objective of
oD VHSIC program was to accelerate the fielding of products created by advanced
semiconductor production technology by accelerating component insertion rates. This
pervasive use of silicon-based integrated circuits will continue for the indefinite future.

1Funding is derived from programs in the DoD budget. Most programs involve several technol

therefore becomes a matter of judgment how many dollars to count toward which technology.

grcsented here and throughout this report, for each critical technology, is of the right order of magnitude
ut is not to be construed as a precise budgetary quantity.
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Technology Objectives — Semiconductor Materials and Micnroeiectronic Circuits

Yechnical Area By 1096 By 2081 BY 2006
‘ . Electronie circuits, » 0.5 micron low- « 0.2 micron iow-volume | » Less than 0.1 micron
- including VHSIC, volume production production of aigﬁa! roduction of
providing highly reliable | avallable in digital sllicon davica:/SOI ow-volume digital
and radiation- siicon devices silicon devices
hardened technology |, ynoraved bulk and
_ S0l technologies
e Millimeter and « Continuous increases |  Integrated multiple » Microwave/digital
T rx;icrowave h;gegrated i(n slnl 1‘Ie function mmig‘nmchl ?a}rgga&!? imegrated circuils
cireuits providing amplifiers, over entira 1 to z
reliable analog oscglaiors, mixers, range * mticr?gz\éeé%%gggl
capabilities for system | switches) chips « CAD/broduction faciiities eg
front-ends available In 110 20 Pt Ayt
GHz range ' g
range of system
o requirements
S « Heterojunction MIMIC
. Computer-aided design { Continued test/ « Teslable, complex » Fail-cafe,
tools reliability/process designs generated by fault-tolerant,
desi%nlon adv&nced scalable design tools sgif—n;?vggrmg ot
parallel computers » Rapid prototyping to adaptivi orent in
» Fast prototyping ot second-level packaging rsnﬁoe;ltee?ntgnlc
continued circults ¥
Manufacturing » Expanded » National quality o Wafer scale
qualiification procedures for "1 integration for
procedures for gate micro-electronics high-volume
array microcircults avaliable production
) « MMST
e Febrication of » Mass production of & Production of 5-inch ® Production of 6-inch
: compound 4-inch diameter, 25 kg | diameter GaAs diameter boules for
semiconductors boules for GaAs substrates GaAs substrates
Subsirates « Production of high
¢ Continued progress quality, 3-inch diameter
on improvement of InP substrates
MOMBE and MOCVD
single wafer
deposition equipment
o Development of
reliable sources of InP
wafers
-v irgegra)ted circuits | = Complementary logic | e Large;-sca!e intelgration ) m’-v i?t%;{ated
{e.g., GaAs olm complementary logic circuits fully
proved medium--
scale integration gate circuits in production compa_t_ible with
amavs silicon-based
. Y circuits
Materials Development |e SOIfor0.35 umICs | e SOl for 0.2 um ICs, 3-D |« SOl I <0.1 pm ICs
S «SiC stuctures » SiC ICs
e Diamond on Si * SIC manufacturing « Diamond ICs
» Diamond ICs in labs o INP ICs
« InP manufacturing
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DoD’s microwave and millimeter-wave monolithic integrated circuit program is
focused on the development and production of affordable, reliable analog circuits for use as
sensors and signal processors in the front-ends of electronic warfare, radar, smart munitions,
and communication systems. These circuits, fabricated primarily from iy arsenide,
operatc at frequencies from 1 to 100 GHz. Devices being include GaAs
metal-semiconductor field effect transistors (MESFE'l‘sg, high electron mobility transistors
(HEMTS), and heterojunction bipolar transistors (HBTS).

Rapid insertion of electrozic device technology into weapon systems is needed to
ensure continued defense system superiority. Technology options to fulfill this need Ear;manly
involve new and more encompassing CAD techniques. In this regard, the VHSIC hardware
description language (VHDI_g used in the desi§n, specification, simulation, and test of
microcircuits has been adopted as an international standard. ‘The VHDL design concepts are
being expanded beyond the chip level and will encomfass system level requirements. L
will have a positive impact on speeding up the use of microcircuit technology.

D. LEVERAGING DOMESTIC INDUSTRIAL BASE CAFPABILITIES
1. Current Industrial Capabilities

Microcircuit technology currently is dominated by silicon-based manufacturin
processes. Manufacturers often use silicon in microcircuits whose minrimum feature size is 0.
microns and less. These microcircuits are fabricated from wafers cut from boules of silicon
grown to as large as eight inches in diameter. A large percentage of microcircuits in current
weapon systems applications are customized parts, called application-specific integrated
circuits (ASICs). DoD and commercial silicon manufacturing processes are essentially
identical, but DoD applications tend to select devices produced by stricter physical standards
of ruggedness. Existing manufacturing issues in silicon for both D¢ and the commercial
sector include lithography processes and packaging and CAD for high~complexity circuits.

GaAs technology is rapidly expanding and in the next decade may make significant
inroads in the analog IC market. At least 27 US companies have GaAs programs. DoD has made
a significant GaAs investment through the $225 milhion MIMIC program. The A)nmaxy objective
of MIMIC is to reduce the cost of monolithic microwave integrated circuits, and it addresses such
critical areas as CAD, assembly, and test. The cost of MIMIC chips has been reduced from $20
per mm? t5 $4 to $8. Eighty MIMIC chip designs have been completed and half of these have
been fabricated with yields as high as 93 percent. Progress is also being made in digital GaAs
manufacturing. Three pilot production lines have achieved record quality levels for digital GaAs,
and a variety of technology insertion efforts are underway.

2. Projected Industrial Capabilities

In order to be competitive, U.S, silicon IC manufacturers must develop the capability
10 make deep submicron (< 0.35u) VLSI/ULSI circuits using wafers larger than eight inches.
This will require extensive investment in capital equipment, CAE and CAD, materials
research, etc.

While significant progress has been made in GaAs raw material, challenges remain to
achieve high-volume, Jow-cost manufacturing. One challenge is the uniformity of the
epitaxial layer (which is critical to device performance and yield). Techniques such as
metal-organic chemical vapor deposition (MOCVD), metal-organic molecular beam
epitaxy (MOMBE), and molecular beam epitaxy (MBE) are being developed and refined.
While MBE provides good control, it is a slow process. To improve throughput, techniques
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and e(}luipment are needed to provide for simultaneous epitaxial growth on multiple wafers.
DoD has initiated a manufacturing technology pr(égram to develop the technoloa for a
6~inch, 20 kg boule. Inherent in this program is the effort to control the growth of the boule to |
produce a more uniform wafer. Development of nondestructive evaluation (NDE)
technictiues is also required to support high-volume production. These techniques, such as
on-water characterization of circuits, are essential to provide real-time data for automated
statistical process control. Many of these advancements will also apply to silicon. Other
contemporary DoD manufacturing technology investments supporting and utilizing this
critical technology include: improving the yield of semiconductor materials for
high-performance seekers and sensors used by missiles and target acquisition systems;
automating hybrid circuit production; establishing processes to produce replacement
integrated circuits that are no longer in production but are still being used in DoD weapon
systenis; and working toward a flexible microeiectronics manufacturing system.

Commercial independent research and development (IR&D) funding is significant in
the microelectronic area, but with the rapid pace of technology development and increasing
complexity and sophistication of semiconductors, it is increasingly difficult for a company to
fund the efforts to implement all of these advances. To help maintain a robust U.S. industrial
base in this critical technology, industry, government, and academia have established
cooperative efforts. Semiconductor production equipment is very expensive and may become
obsolete in a few years after it is introduced. DoD microelectronics manufacturing S&T
efforts include developing a flexible microelectronics manufacturing system for
application-specific ICs having in-situ sensors, expert system process control, and
single-wafer processing.

Objectives — Indusirial Base (Manufacturing Capabilities)

By 1996 By 2001 By 2006
Material » Wafer quality (GaAs) |e fSOI r%a;erial l((2350 mm) |e ll-—}tfggll-\; material
or <0.2 umICs suitable for
» SOI material (200 mm) -
for <0.35 m IC8 nang-electronics
« Processing IC
MOMBE
» Wafer quality ‘P
Fabrication and s Circuit emulation (Si) | e Cluster tool processes §e 3-D circuits
assembly » Automation » X-ray lithography « Intagrated cluster tool
+ Multichip packaging processing
= Data driven/integrated
manufacturing
Test and inspection « Multi-dimensional o Z-plane inspection on | » Sensor-based
x-ray Inspection wafer testing manufacturing
» Holographic ¢ Electro-reflective
{ inspection inspection

E. RELATED R&D IN THE UNITED STATES

U.S. research work involves all major facets of the technology, with special emphasis on
cost-reduction bottlenecks (such as clean-room practices and equipment and high-throughput
lithography) and new miniaturization techniques (such as 3-D scaling processes).
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The bulk of this research is applied to development of commercial microcircuits,
While much commercial R&D has direct military input, and vice versa, only about 7 percent
of the semiconductor market in recent years has been related to military sales. As a result,
issues of importance to DoD fabrication technology (such as radiation hardening) usually
have not been emphasized as heavily in commercial technology. This difference may be
disappearing, however, as many of the affected processes and tools find increasing
appilications in each sector.

1. R&D in Other Agencies

The Department of Energy has a research program in fabricating epitaxial thin films
and developing new devices in semiconductor materials. The grogram encompasses all
phases necessary for the realization of new devices, from epitaxial fiim growth through device
design (and fabﬁcaﬁql% to testing. Devices under development include ICs and
optoelectronic devices. This work includes a strong effort in strained layer materials systems
to determine their advantages in modern devices, e% lasers, transistors, and detectors, as
well as research and development of technologies for the radiation hardening of silicon
integrated circuits. The materials growth and device research and development program is
su%ported by substautial theoretical work, experimental materials studies including growth
and characterization, and development of in-situ diagnostic techniques. DoE programs
include improvements in photolithographic sources such as laser produced x-rays,
synchrotron sources, and advanced free electron lasers.

A program at the National Institute of Standards and Technology (NIST) develops
measurement tools for use by the electronics industry in the manufacture of semiconductor
devices and integrated circuits; provides measurement methods, reference data, standard
reference materials, and mathematical models; conducts research in semiconductor
materials, manufacturing processes, discrete devices, and integrated circuits; and integrates
experimental and theoretical work to provide a solid basis for understanding
measurement-related requirements in semiconductor technology, Research activities
include basic investigations of the theory and behavior of materials and structures,
improvement of measurement methods to characterize materials and devices, metrology and
artifacts for the manufacture of integrated circuits, and the development of special circuits
used in characterizing the performance of transistors.

The National Science Foundation (NSF) also conducts semiconductor materials and
microelectronic circuit research, and provides strong linkages among universities, industry,
and government. The NSF supports investigator-initiated research that advances our
understanding of semiconductors and semiconductor devices, and that opens new
technologies or revolutionizes existing technologies. Research is sxg:ported in such areas as
compound semiconductor materials synthesis; material and device characterization;
lithography (optical/UV, ion/electron beam, x-ray); and VLSI design.

Three NSF centers have research activities related to semiconductor materials and
microelectronic circuits: the Center for Quantized Electronic Structures, the Center for
Compound Semiconductor Microelectronics, and the Center for Advanced Electronic
Materials Processing.

2. R&D in the Private Sector

The U.S. private -ector continues to conduct significant levels of R&D in
silicon-based technology development. Industry R&D investment rates can ve as high as 25
percent or more of company sales. U.S. R&D in GaAs and InP preparation technology is still
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largely suppaorted by military investments, but commercial investment is now increasing as the
tcé%mology becomes a stronger competitor to existing silicon-based microelectronics.
Currently, GaAs R&D investinent is not nearly as extensive as is existing siticon-based R&D,
but most major US semiconductor firms have at least some efforts underway.

F INTERNATIONAL ASSESSMENTS

1. Technolegy and Industrial Base

U.S. industry dominated the worldwide semiconductor market from the late 1960s. Its
leadership, however, suffered a constant erosion by other industrialized countries (primarily
Japan). In 1986, the U.3. lost world market share leadership, Future trends indicate continued
market share declines. Closely coupled with this market share decline is the decline of the
semiconductor materials and equipment industry that %E;Eorts semiconductor
manufacturers. These problems are being addressed by the SEMATECH program.

While the United States has lost its world manufacturing leadership position, it is still
generally recognized as the world technology leader. However, since manufacturing, and
ultimately sales, generates the revenue for R&D, the future of U.S. technology leadership is
somewhat questionable. The implications of the decline in technology and manufacturin
leadership for the DoD include the potential for foreign dependence in this critical area an
increase the possibility that advanced microcircuit technology may be made available to our

otential adversaries. Many U.S. semiconductor companies have formed partnerships with
apanese and European firms.

Still, the U.S. microelectronics industry today leads the USSR in semiconductor and
microelectronic R&D in virtually every area of significance. The USSR remains limited in its
ability to close the microelectronic technology gap due to a variety of processing difficulties
and systemic problems.

Soviet woirk in GaAs microelectronics has been a iongstanding adjunct to their
microwave device R&D. While they have some capabilit?r to produce high-—guality GaAs, they
are believed to lag substantially in their ability to apply the material to devices in volume
production.

The table on the following page provides a summary comparison of the United States
and other nations for selected key aspects of the technology. Ongoing internationai R&D
indicates potential international capabilities to contribute to meeting the following
challenges and goals:

. ULSI (< 0.3 micron) feature size
. Implementation of Bi~-CMOS and GaAs MIMIC circuits
° Bulk or epitaxial growth of compound semiconductor materials

. Radiation hardening.

Japan is believed to be ahead of U.S. efforts in GaAs integrated circuit fabrication
techniques. Japan's capabilitics in GaAs materials and circuit fabrication could make
significant contributions to U.S. capabilities and the needs of the Western alliance. Japan also
is active in InP materials development.




Summary Comparison — Semiconductor Materials and Microelectronic Circuits

i Selected Elements USSR NATO Alties Japan Others
| VLSIVHSIC < 0.3 micron

a | features size ] T CTITI0

implementation of Bi-

CMOS and GaAs MMIC b
circuits O 1] [1ITTI10| L]

lerasl

Buik or epitaxial growth of

compound semiconductor 13k I 1TJ°0 |(I1Jof I

materials Isranl

Radiation hardening CT® [T T2 -

Overall®
3 1T+ {1130 ['l;]:ll
Jgrae
‘ & Basic contribution from circult design/fabrication advances and in
GaAs materials

b Limited quantity high-quality GaAs materials

- ¢ The overall evaluation is a subjective assessment of the average
: standing of the technology In the nation (or nations) considered.

LEGEND:

Position of other countries relative {0 the United States;

LT T T broad technicat achievement; allies capable of major contributions

E:I:D modevrate technical capability with possible leadership in some niches of technology;
allles capabie of important contributions

1 generally lagging; allies may be capable of contributing in selected areas
] lagging in all important aspects; allies uniikely to contribute prior to 2000

Trend indicators — where significant or important capabilities exist (i.e., 3 or 4 blocks):

+ Forelgn capability increasing at a fagter rate than the United States
" O Foreign capability increasing at a gimilar rate tc the United States
— Foreign capabliity increasing at a slower rate than the United States
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In terms of VHSIC-related fabrication at very large scale integration (VLSI) ‘evels,
Japan now dominates in memory device manufacture, and 1n most aspects of microelectronics
manufacturing, with the exception of ASICs. The existence of 0.5 micron VHSIC pilot
production linesin the US represents a world leadership position. It is expected that the Japanese
will surpass this capability within the next few years.

The US maintains a worldwide lead in microprocessors, but the Japanese are makinga
dedicated effort to narrow the gap. They are pursuing a more open architecture designed to
support a real-time distributed %rocessing operating system, Indicative of Japanese advances
8 ode announcement of a 64-bit microprocessor chip with basic features similar to US
products.

Our NATOQ allies, individually, do not presently rival either the United States or Japan.
However, this situation could drastcally change in the near term. The European countries
have extensive capabilities in a number of important niche technologies. The formation of
such joint efforts as the European Strategic Program for Research in Information Technology
(ESPRIT) and the Joint European Submicron Silicon Initiative (JESSI), coupled with the
planned economic unification of Europe in 1992, can only be expected to enhance the
integration and effectiveness of these existing capabilities.

The ESPRIT program is active in the area of Bi-CMOS, and the UK, France, and
Germany have developed some significant capabilities in the area of GaAs. These NATO
countries are also actively pursuing other advances in silicon-based technologies. JESSI
(present participants include companies from Germany, France, the Netherlands, and Italy)
hopes to extend the consortium’s capability in design systemns, materials, and fabrication to
the 64 million bit DRAM level (4 million bit DRAM level using SOI technologies). With
regard to certain underlying niche technologies, these activities have considerable potential
for cooperation. In terms of the supporting technologiss for fabrication of VLSI/VHSICs,
Brifain’s Science and Engineering Research Council has announced important advances in
E-beam technology that possess significant potential for submicron lithography.

Within NATO, a number of companies have active research programs in GaAs and
indium phosphide (InP). The UK is reported to have developed a unique design architecture
for GaAs digital filters. France appears tc be the front runner in promoting and using GaAs
devices, and several other NATO countries are reported to have active programs including
Germany, the Netherlands, and the UK.

Canada has an active program in CAD and basic material research. Canada is
reported to have developed a CAD program that accurately calculates a number of parasitic
effects, of particular interest in the development of higher density MIMIC devices.

The following countries possess capabilities slightly behind, equal to, or slightly ahead
of the best US capabilities and could contribute to meeting future US technology challenges:

. UK: Strong in crystal growth, E-beam lithography, and E-beam
diagnostic equipment. A major U.S, firm (IBM) has reportedly
entered into a contract with a UK firm to purchase compact
synchrotrons for x-ray lithography.

. Germany: Strong in silicon crystal growth technology, metallization
equipment, x-ray lithography. Germany is also reported to be
?ioneering the use of differential molecular~beam epitaxy for the

abrication of stacked ICs.
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. Netherlands: Strong in chemical-vapor deposition {CVD) and
E-~beam lithography.

o Switzerland: Strong in die bonders, mask blanks, and thin-film
deposition.

. Israel: Sirong in CAD and aspects of compound semiconductor
materials processing.

In addition, the Republic of Korea is making gnificant ﬁ;:'ogress and is reported to
have the capability to produce VLSI devices with 1.25 micron or finer feature sizes. While the
Republic of Korea appears, for th:lpresent, to be drawing on U.8S. and Japanese technology, it
has the resources and the potential to pursue innovative efforts in the near future. The same
appears to be true, but perhaps to a slightly lesser degree, of Taiwan and Hong Kong.

Of interest is the number of European researchers who believe that GaAs will not
prove to be the last word in high-speed semiconductor materials. Specifically, InP is believed
to offer higher radiation resistance, with higher purity (99.99999 percent claimed) and betier
fabrication repeatability than GaAs. This approach 1s being actively pursued by France and
several German firms, Also indicative of significant capability in this technology is a French
effort in complex GaAs/GaAlAs and InGaAs/InP structures for integrated optics. Israel is
also believed to be making progress in the pracessing of compound semiconductor materials.

2, Exchange Agreements

There is a high level of exchange activity in the area of microelectronics between the
United States and free world countries. U.S. participation in NATQO programs in physics and
electronics and optical and infrared technologies provides 2 mechanism for exchanges of
furédgmgntal scientific information in underlying technologies of semiconductor materials
and devices.

_ The Technology Cooperation Program (TTCP) provides a vehicie for a range of
applicable exchange activities in basic semiconductor materials, microelectronic devices, and
electro-optic materials and devices.

Each of the Services also has exchange programs with NATO and other friendly
nations in areas of specific interest. These exchanges provide a mechanism for technology
sharing in a wide spectrum of materials and device fabrication technologies, including
electro~optics and millimeter wave and niicrowave technologies applicable to processing of
compound semiconductor materials and integrated circuit fabrication. Exampies of Service
programs illustrating the breadth of activity include programs in microelectronics and their
applications with France and Germany and programs in electro-optics and infrared
technology relevant to compound semiconductor materials and devices with France,
Germany, Italy, Spain, and some non-NATO nations.
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2. SOFTWARE ENGINEERING

A,  DESCRIPTION OF TECHNOLOGY

Software has become the focus of functionality and flexibility in most large-scale
military and commercial systems, While the DoD is now producing and supporting software
systems involving millions of lines of code, the costs and nisks associated with the
management of these systems are high. And, in spite of the scale and power of these systems,
the true potential power and flexibility of software is still largely untapped. It is this power and
flexibility, however, that multiply the challenge of creating a true software engineering
discipline supported by an evolving and flexible tool base.

Technology Sets in Software Engincering

Software and system engineer’ng processes and environments
Real-time and fault-toleran. software

Reuse and re-enginecring

Software for parallel and disiributed heterogeneous systems
s High assurance software

These areas span the range of the major software technology challenges addressed by
DoD. The technology of software and system engineering environments includes process and
associated tool support for all phases of the software lifecycle, from requirements
formulation through design, development, testing and evaluation, rework, deployment,
logistics, repair, re-engineering, and reuse.

Many defense systems, particularly weapon systems, involve an interconnection of
sensors, communications, decision-making, and generation of control signals. Software for -
these systems, which usually involve multiple interlinked computers, often must be assured to
meet time constraints and to perform despite faults or failures in the interconnected physical
systems. Engineering and management for these time-critical realtime systems involves
assuring that performance criteria are met in a wide range of circumstances and faults.

In 1nost engineering disciplines, there is an enormous amount of reuse of prior
experience, represented through engineering standards, conventional process models,
building-block components, standard test structures, documentation conventions,
domain-specific and generic tools, and other kinds of shared assets. Software assets can
include, for example, interface definitions, domain-specific architectures, software
components, test cases, and specification components. An effective reuse regime can enable a
component-oriented approach to development and management of large scale software
systems. Reuse technology includes software component definition and composibility
technology, software asset libraries, and techniques for the re-engineering of existing system
components.

High performance computing systems of all kinds, including scientific/engineering
systems, embedded systems, and the leading edge information systems, make use of
heterogeneous parallel and distributed computer system configurations. Systems software,
including operating systems, databases, and communication support, must support mixed
configurations with high performance in a flexible, secure, and robust manner. As systems
software becomes more powerful and interfaces converge to standards, hardware
configurations will become increasingly flexible, enabling major performance and function
upgrades late in the lifecycle of a system.




Defense sofiware, including both weapon systems and information systems, often has
very stringent requirements for assurarce of consistency of system implementation with safety
or security requirements, Security requirements can include, for example, confidentiality,
integrity or authentication. Safety requirements generally assure that a system will not enter a
hazardous state. Safety and security, and other kinds of critical requirements, must be
zté%ported by process and technology that can provide high levels of assurance of correct

avior,

The scale and intensity of DoD’s needs in these mission—critical software areas goes
well beyond the correspending needs and available software technology in the commercial
sector. DoD’s challenges include both creation of the necessary software technology and
stimulation of its availability in broadly-supported, non DoD-unique commercial products.

B. PAYOFF

1. Impact on Future YWeapon Systems
a. Weapon System Performance

Software is a key element of virtually all major defense systems. Software development
and maintenance costs in DoD are estimated to be as much as 10 percent of the entire DoD
budget. Because of the critical role that software plays in system functionality, deficiencies in
software affect overall system performance out of proportion to the software development
and maintenance costs.

The increasing allocation of system functions to software offers the important
advantages of reduced system replication cost as well as the flexibility to adapt to changing
system reguirements and system “smarts” that are limited only by the cleverness of the
software designers and the power of the underlying computing platforms. These are
fundamental advantages of software, and they are the reason why increasing amounts of
system function wiil be embodied in software regardless of improvements in other technology
areas.

Improvements to the software engineering process and associated tool and
environment support yield improvements i~ cost, schedule, quali?r of product, and
predictability of process. Software engineering »ols provide a kind of “force multiplier” for
system and software develope:s, enabling mos ¢ powerf*:! systems to be developed and
supported.

In addition, with conventionalization to common architectures and interfaces,
transition can occur to a inanagement approach center: J around components and subsystems
rather than lines of code. With these larger buiidins blocks, more powerful and flexible
systems can be constructed.

Most weapon systems that ‘nclude embedded cor,  .ng may emiploy muitiple sensors
and operator inputs, with the sensor and input data pro  -d to determine system actions,
which are then effected through various controi systems, w...ch may include display screens to
support interact,on with human cperators. Software provides the fabric that links together
these activities, and it is in the sotiware process that it must be assured that time-constraints
and deadlines wiil be met in the expected range of inputs. In addition, the software cannot be
brittle. When sensors or conirol systems fail or provide false readings, the software must be
sufficiently fault tolerani to continue operation, even if at a somewhat degraded level.

With software controlling so many weapon system functions, it is through software
assurance technology that many critical systems properties are assured, such as security from
penetration attack, security from probes, and safety of operation.




b. Logistics Infrastructure

Software adaptation and upgrade often offers the most cost-effective means to-
enhance performance and functionality for existing systems, including currently fielded
systems. For this reason, gost—deployment rework, system evolution, and maintenance
account for approximately 70 percent of the total software development and maintenance
costs cited above,

It is therefore essential in new system developments to address adaptability and
lifecycle considerations directly. A small increment in development costs can yield a very
large reduction in downstream costs. As cost and metric data are gathered, it will be more
effectively possible to assess these tradeoffs in the early stages of design, enabling a more
rigorous approach to design for adaptability.

With the changing defense environment, defense capability improvements are more
likely to arise from enhancemonts to existing systemns and less likely to arise from new
developments. In addition, the range of threats is proliferating, and the extent of
interoperablity requirements is changing rapidly. Because of this, systems need to be
engineered in a more flexible way. Software offers the most effective anc flexible means both
for design/re-engineering upgrade and for subsequent logistic suppor:. As the commercial
market for computing technology continues to grow, DoD exploitation of commercial
capabilities will become even more important in system design, resulting in systems that may
have both DoD-supported and commercially supported components.

Progress in each of the five critical areas of software engineering will have a significant
impact on the software aspects of weapon systems logistics. Software and system engineering
environment technology will facilitate a more component-oriented approach, enab!in% a
software component-by-component system upgrade. Software environments will also
maintain design records from earlier phases or from reuse repositories, reducing the need to
reverse engineer existiug software systems prior to adapting them. Use of a system design
record supported by very fine-grained configuration management can drastically reduce
costs associated with upgrade through the narrowing of the focus of test and evaluation efforts
required for acceptance of the enhanced system.

Adherence to conventionalized architectures and interfaces will enable support
organizations for existing systems to exploit improvements made by others in shared system
components, thus spreading the enhancement costs among multiple system organizations.

2. Potential Benefits to Industrial Base

a. Manufacturing Infrastructure

Insoftware technology, as in many other areas of computing technology, DoD has had
and will continue to have an enormous effect on the industrial base, well out of proportion to
the extent of DoD) research and development investment. DoD R&D investment, when
effectively managed, has a significant catalytic effect on the industrial base, including both
commercial and defense industry, with the result that DoD can more often expleit
commercial developments in support of its mission needs.

Past DOD R&D investment has led to major impacts on the U.S. computing
technology industrial base, including, for example, tii:iesharing, paralicl computing,
COBOL, Ada, network operating systems including Unix, technology for security, the mouse,
packet-switched networking, and other technologiesnowy rt of the computing mainstream.

In each of these areas, technology and market isks were sufficiently high that
maiastream commercial investment was very limited attt  ‘me DoD became involved in the
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technology. The DoD investment was made in order to accelerate the rate at which
technoiogies would become available to meet DoD mission needs. In areas where the
appropriate investment policy was to catalyze commercial development, a spin-on effect
resulted, enabling DoD to exploit downstream commercial market growth and free itself of a
requirement to subsidize the full costs of continued technology growth, Another critical area
of early DoD) investment is in activities that can lead to new standards. By catalyzing standards
efforts, DoD can accelerate availability of a capability required to meet its mission needs.

Indeed, areas of computing technology investment where the DoD has not been
successful are those areas where it has built an entirely DoD-specific technology base, such as
with the many service-specific programining languages in use prior to the introduction of
Ada. Because there was no commercial acce]ptance of these languages, DoD was forced to
bear the full costs of sustaining the technology base for each of these language systems
throughout the lifecycles of all systems dependent on those languages. Similar pitfalls exist for
DoD-specific operating systems and programming environments. This is why, for example,
current DoD environment efforts are focused on developing compatible
commercially-supported frameworks that can support zvolving commercial software
engineering tools.

Because of the proiiferation of the tachnology, the computing and soitware
technology market share attributable to DobD is shrinking. Because Dol has even more
stringent and aggressive software requirements, it is essential that DoDD continue to work with
the commercial market catalyzing emergence of technologies to exploit through spin-on.
This will ensure that downstream DoD needs will be met, that they will be met in a
cost~-effective manner, and that the commercial base will gain torough the accelerated
introduction of new software technologies.

In the future (as with the past DoD R&D investments as cited above), areas now
considered to be DoD-specific, which are now the focus of DoD R&D investment, will likely
move into the commercial mainstream as a result of the catalytic effects of that investment.
Such areas include parallel computing, technology for high assurance, realtime systems
technology, techniques for fault tolerance, lifecycle support environments and tools, reuse
and repository technology, and component-oriented (megaprogramming) software
develcpment and management technology.

b. Logistics Infrastructure

As noted above, software support and logistics account for the vast bulk of DoD
scftware costs. Improvements in software engineering processes and environments will
enable architecture and component oriented systems management, with components more
likely to be used in multiple systems, enabling shared support and logistics costs. In addition,
software systems will be managed using %ne-grained, configuration—controlled design
records incorporating specifications, design decisions and rationale, system architecture and
interfaces, code components, test cases, developer/maintainer documentation, user
documentation, and other potential configuration iiems. These records will drastically reduce
the need for reverse engineering in the support process, and enable more effective
exp!itation of automation to support system upgrade and testing.

A major rationale for «dopting Ada over i:e proliferating DoD-specific programming
languages is the reduction in support costs that is engendered through uniform support tools
policies. Ada, particularly as it and its tool base evolve, will provide more effective
support for architecture conventionalization and use of reusable components, whose support
costs can be shared.
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C. S&T PROGRAMS
1. Summary Description of Plan for Technology Development

a. Software and system engineering process and environmengs
(1)  Objective

The objective is to permit process flexibility, to enhance managge;nent visibility and
control over the process, and to create automation support for the full lifecycle process.

The software process consists of different kinds of activities, such as requirements
engineering including prototyping, architectural design, detailed design, implementation,
verification (establishing conformation of implementation with design specifications),
validation (establishing conformance with actuaﬁequirements), and integration of software
components. These activities are supported by management activities that enable teamwork,
determine configurations, set standards, allocate resources (e.g., staff time, tool and
cemputing support, access to testbeds), adjust design parameters, and provide other kinds of
global control, The complexity and scale of a software process can be significantly reduced
through the effective use of environment and tool support. Environments and tools are, in
effect, the principal force multiplier in engineering organizations. Tool support exists for
more than 50 distinct phases or elements of the software process. These tools are linked
together by frameworks that support data interoperabilty, process representation and
implementation, and uniform interaction with software engineers. DoD is catalyzing
framework activity that will lead to accepted standards sxggotting multi-vendor tool
interoperability, including interoperability of “conventional” software and “machine
intelligence” software covered under Machine Intelligence and Robotics.

DoD has particularly demanding requirements concerning lifecycle, functional and
performance requirements, supportability, integration, testing, and other areas. Because of
ihe scale and complexity of the systems developed and managed, it also requires extensive
tooling suppcrt. :

(2) Development Milestones
. The milestones for this effort include:

(a) By FY 1993, organizational process capability assessment in
common use as a coniractor selection criterion.

(b) ByFY 1995, DoD environment frameworks available, partiall
populated with commercial tools, and validated throug
development of software components in acquisition activities.

() By FY 1995, process model notaticns supported by
environment frameworks, with preliminary support for
prototyping and iterative models.

(d) By FY 1997, iterative process models for unprecedented
systems supported by environment frameworks.

b. Real-time and fault-tolerant software
1) Objectives

The objective is to facilitate the development of embedded systems of all kinds that
operate in environments that require assurance that hard real-time deadlines will be met and




that failures or faults in external sensors, controllers, or other processors can be tolerated
with minimal impact on system performance and function.
' (2)  Development Milestones
° The major milestones for this effort include:

(@) By FY 1993, scheduling algorithms and analysis techniques in
common use for real-time uniprocessor systems.

(b) ByFY 1995, real-time operating system support for distributed
and parallel systems emerging with commercial support.

(c) By FY 1995, prototyping support for fault tolerant systems
configurations to support reliability estimation,

(d) By FY 1997, libraries of fault tolerant code for distributed
systems.

[ Reuse and re-engineering
(1)  Objective

The objective is to reduce costs and risks associated with software support and
enhancement efforts through improved software development practices and tools, and
through more effective process and tooling for support organizations. In addition, the
objective is to facilitate creation and reuse of sharable software assets of all kinds, including
architectures, interfaces, components, test cases, specification fragments, etc.

Successful reuse and re-engineering requires means to develop and codify
domain-specific architectures and internal interfaces that can be utilized, at least in part, by
multiple systems efforts, yielding both sharing of assets and ability to manage assetsin a more
component oriented manner.

- 2) Development Milestones
' . The milestones for this effort include:

(a) By FY 1994, prototype national Ada repository available for
experimental use.

{b) By FY 1995, domain analysis yields usable domain-specific
architectures for DoD-specific software domains such as
avionics, guidance, C3, and vehicle control.

(¢) By FY 1995, use of design record to capture data gathered
during software developments and reverse engincering efforts
used to support re-engineering and reusc.

(d) By FY 1997, cost/benefit data collection to support reuse
decisions in use.

d. Software for Parallel and Distributed Heterogeneous Systems
(1)  Objective

The objective is to develop common systems software that can support heterogeneous
distributed and parallel computing configurations with high performance, robustness, and
high levels of application program support.
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The systems software can include operating systems, data bases, file systems, and
concurrency support tools. Advances in systems so e are also critical to successful
exploitation of advanced high performance computing systems, as covered under High
Performance Computing,.

(2)  Development Milestones
@ Milestones for this task include:

(a) ByFY 1993, widespread use of national file system supporting
access control, robustness, and name management,

(b) By FY 1994, robust operating system kernel support for
heterogeneous distributed and paraliel systems,

(c) By FY 1995, robust, high performance distributed object
manager system supporting software and CAD environment
frameworks.

o (d) By FY 1997, application portability environment for high
= performance parallel and distributed systems.

€ High Assurance Software
(1)  Objective

The objective is 1o create processes and tools that can supgort development of systems
for which compelling evidence can be provided that certain specified system requirements are
supported by the system. Typically, the requirements concern security or safety, but they may
also involve deadline guarantees for real-time systems, agsurance that a user display is
accurate, or some cther property.

The technology includes specification techniques for the critical requirements,
methods and tools to analyze requirements s%ecxfications and implementations in order to

provide assurance, and processes to certify that systems have certain kinds of properties,
typically security properties.

(2)  Development Milestones

® The milestones for this effort include:

(a) By FY 1993, formal models for data confidentiality and
preliminary formal models for data integrity.

(b) ByFY 1995, use of formal specification languages for selected
components.

(¢) By FY 1996, iterative process models for high assurance
software available for use.

(d) By FY 1996, use of highly assured Ada components.
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2. Technolegy Objectives

Technology Objectives — Software Engineering

Technical Area By 1996 By 2001 By 2006
Sotiwaro and system . architecture SEE framework { » Open architeoture SEE with J e H ia design
engineering procaas commercial acoeptance and direct process support J
and environments CASE interaperability - ® integrated projoct design acroas full life-c

@ itarative process modsls Information record L associato systerm
« Domain-speoiiic protolyping & Process metrios s supparting continuous
aapabiliies for components ConinUous risk, process oplimization
® Robust desipn recovery tools sehadule ® Machine inteligence
& Inifial process programmed assisted recuirements
soltware Pro-agtivo knowledp
® Pro- 2
support in
Real-time and o Operaling systems interface ® Tool suppoit for & Synthesis of hard real-time
fault-tolerant software standards supporting real-tme specification and formal schedulers for parallel
& Real-time scheduling algorithms analysis of small~scale PrOGessSors
for inixed workload real-time real~time systems e Automatic aliocation of
tasks on uniprocessor » Commercial operating resources to 3 for
sgasjtetrins kemels supporing real-time sy
real-tme & Hardware-indepsndent
modais for distributed/
paraliel real-time
environments
Reuse and & Machine independent reuse of o Domain gpecific » Pracise codification and
ra-enginsering systerns soflware components architactures and interfaces conformance {esling for
= Reposiory technology deployed, | # Cost/bensiit data collection domain specificaions
including naticnal file system with for reuse and ® Reverse engineering tools
access control re-engineering supﬁporﬁg dasign recovety
¢ Distributed securs ggtregrated into SEE
repository frameworks
" Software for parallel @ Hatarogeneous distributed © Distributed reliable abject ¢ Adeptive, dynamic resource
- and distributed operating system supporling management suppoit with aliocation for very large
heterogeneous parallellsm search and access control scale distributed computirg
systems » Wide-area distributed file system | ® Very high leve! languages ® Databases with suport for
with access sontrol and limited for distributed object advanoed inference, full
replication computation mutti-media, and adaptive
replication
High assurance » Confidentiality proofs for simple ® {torative ss modelsin | ® integrity proofs
. software operating systern kernels use for development of high 1 o Sottware environment
® High assurance system software assurance software supporting design,
products including operati & Formal specification and development, and
system components and ne analysig incorporated adagtation of highly assured
gateways into sofiware engineering softvare
environments e High assurence distibuted
o Environment support for da e managerment
high assurance Ada systems .
software components

3. Resources

Software has become a pivotal technology for a wide range of defense systems, and
software capability continues to increase. Requirements placed on software clements of
systems are increasing much more rapidly, particularly with the changes in the DoD
environment towards more unpredictable threats, more rapidly changing interotperabilty
requirements, more rapid mobilization and deployment, greater requirements for force

Ay

multipliers, and the increasing need for high assurance as computer communications become




ubiquitous. Because of the rapidly increasing neads, each of the Services, as well as DARPA,
SDIO, and other agencies, sponsor significant research tgregrams in software engineering. A
summary of funding for software research is given in the following table.

o A summary of total S&T funding for software engineering is given ia the following
tavie.
Funding — Software Engineering ($M)

Fy87-91 | Fvez ¥Y93 FY34 Fy95 FV96 Fve7
384 149 148 153 155 156 157

4.  Utilizing the Technology

Software technology is pervasive across major defense systems. Each of the Services
and SDIO have systems that comprise more than one million lines of code (e.g., the Strategic
Defeuse System, the Advanced Field Artillery Tactical Data System, the Standard Finance
%stem Redesign, the AN/BSY-2 Submarine Combat Control System, and the Advanced

ctical Fighter). The software base relied upon for DoD information engineering can be
developed and managed using largely the same technology as for weapons system software.
Indeed, the commercial base upon which the information engineering efforts rely was largely
catalyzed through DoD research investment.

D.  LEVERAGING INDUSTRIAL BASE CAPABILITIES

1. Current Industrial Capabilities

Although there are DoD-specific software technology requirements, such as for
certain aspects of security and real-time systeins, the DoD nearly always benefits by
exploiting commercial capabilities. DoD benefits through what amounts to effectively shared
product development and enhancement costs with all other customers, and, often, through
the greater cost-effectiveness, robustness, and reliability that results from competitive
pressures.

4

For this reason, DoD exploits commercial off-the-shelf (COTS) software where
possible. In some domains, such as information systems, nearly all DoD needs can be met
through commercial products with occasional customization required. This is because DoD
requirements to support pagroll and other routine operations are similar {o requirements in
other sectors. On the other hand, there are special requirements even in information systems
that DoD addresses either through direct customization or, in the longer term, through the
spin-on approach described eariier.

In cases where actual commercial modules cannot be exploited, commercial standards
very often can, Commercial standards adopted by DoD include standards for programming
languages, communications, data interchange, systems software interfaces, and so on. The
DoD Computer-Assisted Acquisition and Logistics Support (CALS) program is involved in
selecting and supporting interchange standards for use in the DoD) acquisition process.

The commercial industrial base also Erovides a wide range of software tools, though

effective multi-vendor integration is still lacking (though this is an area of DoD R&D focus).

Tools available include Ada compilers, associated support tools, and many commercial
“computer aided software engineering” (CASE) tools. Many of these tools were developed
for use in the much larger business and manufacturing systems integration market; DoD, in its
framework efforts, is seeking high levels of compatibility with these tools.



DobD also exploits scientific/engineering software packages that emerge from the
commercial sector. Nonetheless, there are many DoD-specific requiremenis in ail areas, and
the extent to which DoD requirements will lead the market will likely increase. For this
reason, DoD R&D investment continues to address both immediate DoD needs and longer
term generic technology needs where DoD will likely have special requirements. As noted in
earlier sections, this mvestment has i);iee:idet:l and continues to yield enormous impact in
ensuring that DoD requirements can be effectively addressed.

2. Projected Industrial Capabilities

_ There are several likely areas of increased industrial capability, in many cases as a
direct result of prior DoD investment.

. One area s software environments and tools. Environment frameworks will emerge
that will support multi-vendor tool integration, direct process support, and consistent user
interface management. Because of the extent of industry consensus required, these results are
principally the result of government investment. Leveraging the DoD investment in this area
are other framework customers, including the VLSI and manufacturing CAD communities
and the machine intelligence software community.

Advances in the areas of operaﬁng systems, generally as a result of DoD investment,
will lead to advanced application portability profiles that will enable a hi%her degree of
integration of diverse application software on advanced workstations. This will yield benefits
for DoD information systems and office systems.

In some years, commercial capabilities may emerge to provide effective generickernel
support for real-time and fault tolerant systems.

The bottom line is that continued effective DoD R&D investment strategy will yield a
continuous stream of commercial advances that will address a wide range of DoD needs.
There will nonetheless remain a substantial body of unmet highly DoD-specific needs. These
requirements, however, can often be addressed using hybrid systems approaches, involving
use of domain-specific architectures populated by components, some of which are COTS and
others of which are developed and managed by DoD and its contractors. With appropriate
design documentation record support, management of these hybrid systems can exploit
continued growth in capability of the commercial components, as spurred by the market, and
growth in computational power of the underlying computing systems base.

E. RELATED R&D IN THE UNITED STATES

1. R&D in Other Agencies

The National Science Foundation (NSF) sponsors basic research in software
technology, with an emphasis on smaller scale projects, though there are severai larger
centers sponsored by NSF that engage in experimental research. Although moderate~-scale
prototype engineering activity is now more frequently undertaken, most NSF support is
provided to individual researchers. NSF supports basic research in software engineering and
technology, with an emphasis on quality, reliability, productivity, and exploitation of
parallelism. NSF Advanced Scientific Computation centers provide researchers with access
to high performance computing systems.

Many agencies have Ada-related activities, including FAA and NASA. NASA is
already utihzingv;i\da on the Space Station Freedom Program and is sponsoring a major
Ada-based software engineering environment. NASA sponsors a significant range of
software efforts (e.g., at Goddard, Langley, and JPL) that bear on DoD goals such as realtime,
fault tolerance, high assurance, and software lifecycle support.
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NIST conducts research focused on high integrity sofiware by developing technologies
that address software assurance and quality. Research includes formal methods for
specification and verification, and quality assurance techniques based on testing and
statistical methods.

The Subcommittee on Investigations and Oversight of the House Committee on
Science, Space, and Technology issued a report in August 1989, entitled, “Bugs in the
Program: Problems in Federal Goverament Computer Software Development and
Regulation” addressing software quality and assurance-related issues.

Software for hrigh performance systems is one of the four principal elements of the
Presidential High Performance Comtputing and Communications initiative announced in
gebruary 1991. Technical elements of this program are described under High Performance

omputing.

2. R&D in the Private Sector

Computjn%)teclmology accounts for a significant portion of the GNP, and there is
considerable R&D underway in the private sector. Nonetheless, as indicated above,
government-sponsored research efforts have a disproportionate effect on the marketplace,
and considerably accelerate the process by which DoD technolog% needs are addressed.
Government contractor IR&D provides another accelerator for DoD software technology.

Commercial product R&D has resulting in a vast array of software engineering tools
and related management products, including not only compilers but also design and other
software engineering tools. Most of the DoD information engineering needs are addressed
directly as a result of commercial R&D, though there are cases where DoD R&D investment
is required in order to ensure that special requirements are effectively addressed.

Several industrial consortia have been formed to address aspects of software
technology, such as the Software Productivity Consortium (SPC) and the Microelectronics
and Computer Technology Corporation (MCC). In addition, industry has affiliations with
{bui does not fund) the DoD-funded Sofiware Engineering Institute (SEI), which is an
FFRDC. The primary mission of the SEI is to support technology transition for software
engineering capability into defense systems.

F, INTERNATIONAL ASSESSMENTS

1. Technology and Industrial Base

The following technologies are indicative of the capability of a nation in software
technology.

* Software development environments, including automation support
for requirements engineering, cost analysis, rapid prototyping, and
associated library and management support capatilities.

. Ogerating systems and applications to support real-time
information management in large, distributed computer operations.
. Algorithms, languages, and software engineering methods and tools

to take full advantage of the performance potential offered by
advanced computer architectures.

The table on the following page provides a summary comparison of the United States
and other nations for selected aspects of the technology.
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Summary Comparison -~ Seftware Engineering

Selected Elements USSR | NATO Aties |  Japan Others
Enhanced software -
devglopment snvironments D D:DO [I:D
Operating systems and

appiications software 10

support real-time information m D:] D:]

rmanagement in large,
distributed systems

Algorithms, languages, and

tools for advanced parallel 11 l l ] ED:! EE] 2
architeclures

Software process

management L] L1 117

Overall
Evaluation? D Dj Dj ED

2 Many countries have ongoing theoretical work in algorithms.
Individual breakthroughs are possibis from any of these efforts, but
cannot be predicted or planned,

b The overall evaluation Is a subjective assessment of the average
standing of the technology in the nation (or nations) considerec.

LEGEND:

Position of other countries retaiive to the United States:

LI T 11 broadtechnical achievement; allies capable of major contributions

ED:] modeérate technical capabillity with possible leadership In some niches of technology;
allies capable of important contributions

L1 generally lagging; aliles may be capable of contributing in selected areas

D lagging in all important aspects; allies unlikely to contribute prior to 2000

Trend indicators — where significant or important capabliities exist (i.e., 3 or 4 blocks):
-+ Foreign capability increasing at a fasler rate than the United States
O Foreign capability increasing at a simijlar rate to the United States

— Foreign capabllity increasing at a slower rate than the United States




The USSR has demonstrated strong theoretical capabilities in computer science.
Soviet researchers have mastered numerous theoretical techniques for the auiomated
{)roduction of software. Institutes and plants supporting military R&D and production are
ikely to be the first to assimilate these new techniques. The Soviet computer science
community has also developed a strong capability to producc software for highly parallel
computers. The application of software technology, however, cuntinues to be an area of
serious deficiency, much of it stemming from a shortage of computers, especially
microcomputers and supercomputers, and from reliability problems, especially with
peripherals. Soviet programmers lack adequate hands-on computer experience.
Computer~to-computer networking is rare except in high-priority applications, The
situation is exacerbated by the poor quality of public telecommunications and poor technical
communications among S&T professionals.

There has, however, been a conspicuous trend in the Soviet military literature,
beginning in the early 1960s, to stress cybernetics and operations research as elements in
military decision making. The literature refers to the computer as a “comrade-in-arms,” in
addition to acknowledging its role as a consultant and information source. The issue of
computer securitg has become as important to the Soviets as it has to the United States. Itis
gighly unlikely, though, that Soviet compuier security is any better than that of the United

tates.

The Europear and Japanese communities are developing partnerships among
government, industry, and academia at a much faster pace than the United States. However,
the research into software technology in the United States is, at this point, probably more
advanced than in Japan and Europe, though this is not true in all specific technology areas.

There are two ongoing cooperative efforts with Europear countries to develop
standard interfaces for Ada programming support environments.

_ The Japanese have made significant progress in developing process and management
techniques to support reuse in specific applications areas (the JaFanese “software factory”).
Japanese efforts in compiler development for vector parallel computers are also very
advanced.

NATO has adopted Ada as a standard programming language and individual NATO
couniries have either adopted or mandated the use of Ada in military systems. Software
development has been an area of major emphasis in European research funding programs,
-and multinational ventures in Europe have the potential for achieving comparability with the
United States by combining individual strengths. Large-scale European projects are
sponsored by the European Strategic Program for Research in Information Technology
(ESPRIT) and European Research Coordination Agencg (EUREKA), using joint industrial
and government funding. Planning documents indicate that approximately 20 percent of the
approximately $1 biilion total annual budget for these consortia is allocated to software, not
including office systems and artificial intelligence. Explicit emphasis is given in ESPRIT to
“pre-competitive collaborative” efforts leading to the developmeni of common software
interfaces (e.g., PCTE +) and portable tools. The EUREKA program, with a total cost of
about $7 billion provided primarily by industry, promotes collaboration through
coordination. Two of the key EUREKA programs are EUREKA Advanced Software
Technology (EAST) and European Software Factory (ESF). A key new program is the
European Software and Systems Initiative (ESSI). ESSI is aimed at increasing. software
productivity, and is funded at $600 million from 1990 to 1994. Additional emphasis on the use
of forma! methods tc develop highly reliable software has led to a European lead in many
specific technology areas. The UK Ministry of Defense has promulgated a draft standard for
safety of critical systems involving the use of formal methods.
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Outside of NATO and Japan, virtually all industrialized nations have some efforts
relating to the development of specific algorithms. The nature of this research lends itself to
individual breakthroughs in specific algorithms. These may contribute to significant advances -
beyond existing U.S. capabilities, but cannot be predicted.

2. Exchange Agreements

The NATO Defence Research Group (DRG) programs in operations research and
long~term research for air defense provide a mechanism for exchanges of information on
requirements for improved software technology. The Technology Cooperation Program

CP) sponsors a group on software engineering as well as a range of other applicable
exchange activities, including computing technology, trusted computer systems, and machine
and system architecture. The Services also have exchange activities, primarily with NATO
nations. Ongoing Service exchange programs exist, for example, in software development
methodologies, techniques and tools, distributed command and control, signal processing,
flight control, cockpit systems for advanced fighters and helicopters, and computational fluid

dynaniics.

MQOUs on Ada technology exist, for example, with France, Sweden, and Germany.
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3. HIGH PERFORMANCE COMPUTING

A. DESCRIPTION OF TECHNOLOGY

Rapid improvements in the performance and cost effectiveness of computer hardware,
enabied by integrated micrccelectronics technologies, have spread computing into all areas of
military and civilian life. Such rapid improvements in the speed of computing have come
primarily from advances in the understanding of the physics and fabrication of electronic
materials and devices. As the fundamental speed limits of materials properties are
approached, further significant speedup is more likely to come from new architectural
approacnes. Average performance increases of 50 percent per year, sustained for the past 30
years, have produced computers capable of executing about 300 million operations per
second as uniprocessor vector machines. These processors have been used in small scale
shared memory multiprocessors such as the Cray Y-MP, which can sustain about 2 billion
operations per second. Scalable parallel computer architectures will play a key role in
maintaining this momentum. Advanced integrated microelectronics technologies and the
corresponding reductions in cost per microelectronic device have made large-scale parallel
systems feasible, opening a path to systems of even higher performance. Performance is
expected to exceed one trillion operations per second by the mid 1990s as a result of the
Presidential Initiative in High Performance Computing and Communications described in a
suppicment of the President’s FY 1992 budget submission. Trillion operations per second
computing systems will require billion bit per second networks to ensure a balanced high
performance computing technology base. Defense is fully supporting this initiative in the
DARPA HPC program because the multiple use high performance computing and
communications technologies are critical to developing future Defense capabilities.

Technology Sets in High Performance Computing

e  High performance computer systems

e  Advanced software technology and algorithms
e  High performance networking

e  Basic research and human resources

e  Defense specific technologies

These areas are consistent with in the Federal High Performance Computing and
Communications Program,! which will be producing muitiple use technologies, with the
addition of defense specific technologies. The major technology areas listed above can be
characterized as follows:

° High performance computing systems developments are in four main
areas: research for future generations of computing systems, system
design tools, advanced prototype systenis, and evaluation of early
systems. Systems capable of sustaining 100 gigaops for large
problems will be available for deployment by %:nte 1993 and the

teraops systems will be available by 1996.

The contents of this section are based upon the report “Grand Challenges: High Performance Comput-
ing and Communications” that was a supplement to the President’s Fiscal Year 1992 Budget.
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° Advanced saftware technology and algorithms covers scalable
libraries for defense problem domains, programming, and analysis
tools for scalable parallel and distributed heterogeneous systems in
a worksiation/server configuration that will be open to ‘the
integration of embedded system and accelerators.

° High performance networking technologies will be produced to
satisfy the defense needs for gigabit networks. This networkin
technology will be capable of supporting a wide range of advance
network services, with bandwidth and traffic characteristics that are
representative of the future networks.

. Basic research and human resources addresses long term national
necds for more skilled personnel, enhancement of education and
training, and materials and curriculum developmer: in the high
performance computing science and engineering zreas. It is
designed to encourage investigator initiated, long term research on
experimental projects that will maintain the flow of innovative ideas
and talented people into high performance corsputing arcas. It will
establish industry, university and %ovemment partnerships to
improve the training and utilization of personne! and to expand the
base of research and development personnel in high performance
coiputing science, technology and applications.

° Defense fpeaﬁc technologies will focus on the special needs of
defense for embedded systems such as high density packaging,
special accelerators, realtime, fault-tolerant systems, and Defense
applications to enable significant new capabilities.

B. PAYOFF

1. Impact on Future Weapon Systems
a. Weapon System Performance

Computer system technology is expected to continue to provide a critical edge in
performance for all classes of weapons, command and control systems, and development of
complex, distributed battle management systems such as smart weapons with integrated C31
systems platfoims, or Strategic Drefense systems. Weapon system accuracy and corresponding
lethality, plus improved performance in naval, ground, and air vebicles, will be significantly
enhanced through the exploitations of parallel computer architectures. High performance
parallel computing will enhance DoD sysiems in both system design and their
implementation to achieve new defense capabilitics. These imgrovements will occur through
anticipated advancements in materials science, computational fluid dynamics, semiconductor
design, and machine vision that are enabled by high performance el computers. For
example, simulation, as in Simnet, strategic defense, or theater battlefield war gaming, will
exploit a variety of scalable, paraliel computer architectures.

In the new defense systems, military platforms will be able to carry hi rformance
parallel prwsﬂyoccssors and be able to Jgﬂmowde new defense e&pabd:mvabL; i Slmﬂ:r?y oar signal
! ~OCE sSing SEMor (o current ai systems is conceivabi.). Similarly, the notions

:smart hulls” for asllllbmannes and “smanmsl;‘ins"rffor aircraft are ndent on
aigh~performance, 21 computing systems. High-performance, e systems are
crucial for ammm&fc’:ar trget reuognin’%m capability by smart weapons. One-~thousand-fold
performance increases over present svsiems find applications in large~array acoustic
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ASW systems. Highly reliable embedded computers and space-qualified embedded
processors are being developed for several DoD systems. High performance computing can
also be used to enable predictive modeling of atmospheric and oceanographic events, which
can have a significant effect on military operations and weapons systems. In benign
environments commercial parallel processors are applicable.

b. Weapon System Logistics

Although scalable parallel systems may have thousands of processors, they represent
no more system complexity than exists in today’s supercomputers. vances in
microelectronic technology have enabled these aral]’él systems to be based on units of
replication of both software and hardware. In other words, the embedded systems of the
future could be based on the same components 2s the largest HPC systems, tP:bus forming a
single family of computing systems based on the same architectural concepts and
manufacturing technology. 5oanuenﬂy, logistics, including software maintenance, will be
more efficient. Maintenance will be simpler since the focus will be on units of replication and
individual processor failures on the new scalable systems need not be fatal. Training will be
simpler since programming styles and models of computation will be uniform for a wide range
of systems— siall embedded systems to the largest scale HPC systems. A single modern
microprocessor can out-perform most large embedded uniprocessors defloye in current
?efgn;;e systems. Scalable paralle! systems will create new opportunities for more efficient
ogistics.

High performance computing provides capabilities for self diagnosis, repair and
recovery. The re-routing of communications networks is now exploited commercially and
will be applied to high capacity networks.

Large scale problems created by logistics of rapid overseas deployment can be
handled by high performance computing based planning and control functions.

2. Potential Benefits to Industrial Base
a. Manufacturing Infrastructure

High performance computing is a pervasive and powerful technology for industrial
design and manufacturing, scientific research, communications, and information
management, A strong U.S. high performance computing industry contributes to our
leadership in critical national security areas and competitiveness in broad sectors of the
civilian economy. High performance tparaﬂel computing will significantly affect the industrial
base because of the increasing use of computation to augment experimental and theoretical
approaches to science and engineering. Parallel computer designs may be scaled over a wide
rformance range (scale factor of 1,000 or more from the smallest system to the largest).
ese systems are also more effective in terms of cost, performance, volume, and power than
conventional high performance computers. The first generation of parallel computer systems
has recently emerged in commercial products in large part as a result of DARPA investments.
The second generation is currently under development, with systems expected to emerge in
1992. xligh performance computing realized as scalable paralle} and distributed systems with
associated networking technology, systems software, software development environment,
and trained personnel rzgnrescms a fundamental enabling technology for tive United States in
the new information technology age.

Markets and applications will drive industrial investments in parallel computer
architecture technology. By 1993, the top five markets will be government, aerospace,
petroproducts, electronics, and research. Applications of this technology include
computer-aided engineering and simulation and modeling. U.S. airframe manufacturers are
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already using massively parallel processing to replace expensive wind tunnel and radar range
tests in aircraft design and are developing engineering simulation software that can also be
run on training simuiations.

b. Logistics Infrastructure

New equipment, skills, and training will be required at DoD) depot environments in
order to support and maintain smems incorporating parallel computer architectures. New
computer languages and algorithms, which began to emerge in the 1980s, will need to be
learned. New test equipment and diagnostic approaches will need to be developed in
conjunction with these new caggbilities. Essential capabilities to support systems with
embedded parallel computer architectures may present challenges egual to that of the new
architecture development, and this critical technology strategy must address both of these
development aspects in parallel. The Defense logistics infrasiructure will benefit from
hardware and software technologies that are compatible with the commercial technology
base.

C.  S&T PROGRAMS

1. Summary Description of Plan for Teclinology Development

The DoD High Performance Computing (HPC) program under DARPA leadership is
an integral part of the Federal Government High Performance Computing and
Communications Program which also includes NSF, NASA, and DoE efforts. As the DoD
element of the HPCC program builds up, the ongoing DARPA Strategic Computing Program
will focus on the more defense~specihc needs such as embedded systems, accelerators of
specific problem domains, and critical problems related to defense. DoD is evaluating the use
of such computing capability in a variety of critical military applications. For undersea
surveillance, generalized modules have already been developed; new :patial Frocessing
algorithms wiii be available by FY 1992, and an array element location capability will be
available bv FY 1952 and demonstrated by FY 1993. For acoustic FDS visualization, DoD has
implemented highly parallel meshes for mapping and will demonstrate a human-engineered
display workbench with integrated FDS HDTV/net. C31 application efforts have formulated
optimal selection theory (DINS). A CINCPACFLIT training demonstration is pianned for FY
1992 which includes implementation of distributed data bases on parallel computess.
Development efforts are also focused on signal processing for IR/FPA sensors. A video
display wiii be demonstrated by FY 1992. An alternative sensor processor will be prototyped
and evaluated by FY 1993 and an optimized parallel computing design andp algorithm
approacii demonstrated in FY 1994, The major objective of DoD’s development program in
parallel computer architectures and high performance computing is to develop the
component, packaging, and design techno o%gs for high performance computing systems. A
variety of advanced application doimains are being explored as DARPA Straiegic Computing
applications. Embeddable systems will be developed for defense specific uses.

a. High Performance Computing Systems (HPCS)
(1)  Objectives

Development of parallel computer systems capable of sustaiping trillions of
operations per second on large problems including the associated networking for distributed
systems and system software for use in a modern software engineering environioent.

(2) Development Milestones

The High Performance Computing S&stems technology area produces balanced
scalable paraliel computing systems xg:ough e development of prototyps systcms. These
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systems are developed with progressively larger scale, more advanced components and
packaging, and more advanced designs. The program is structured to focus on major risk
areas and to minimize the number of risk areas addressed in any given project. The projects
are also structured by maturity. Larger projects which may provide the basis for the
development of commercial products are performed on a cost~shared basis with industry.
Critica? underlying technologies are develooed in prototype form with associated desi
tools, providing experimental evaluation of alternatives for potential use as they mature in
prototype systems. Fundamental alternatives for critical technologies not otherwise available
are developed as required to ensure that the system performance goals can be achieved.
Systems are evaluated throughout the development process, and experimenta! experience is
fed back into the design process for successive generations.

High Performance Computing Systems wiil be produced in four main subareas:
Research for Future Generations of Computing Systems, System Design Tools, Advanced
Prototype Systems, and Evaluation of Early Systems. Systems capable of sustaining 100
gigaops for large problems will be available for deployment by late 1993 and the teraops
systems will be available by 1996.

b. Advanced Software Technology and Algorithms (ASTA)
(§)) Objectives

Development of generic software technology and new algorithms to exploit the
performance potential of scalable parallel and distributed heterogeneous high performance
computing systems with advanced workstations in a high performance networking
cnvironment.

(2) Development Milestones

Scalable parallel and distributed systems %rovide new opportunities and challenges for
software and algorithms. While much of what has been learned about more conventional
computing systems can be used as a foundation, it needs to be extended to support the new
large scale systems that will be produced in this program. A typical user environment wili be
an advanced workstation with high resolution color displays connected to a high performance
network and local high performance computing resources. Access to additional high
performance computing systems is available through regional and prational networks.
Realizing the full potential of teraops computing and gigabits networking will require
advanced software technology and algorithms.

In Advanced Software Technology and Algorithms, DoD projects will produce
scalable libraries for Defense problem domains and programming and analysis tools for
scalable parallel and distributed heterogeneous ems in a workstation/server
configuration that will be open to the integration of embedded systems and accelerators.

c. High Performance Networking
(1)  Objectives
Deveiopment of a gigabit per second communication neiwork to provide distributed

computing capability among researchers and research institutions which may also be used in
the development of large-scale distributed systems.

(2) Development Milestoues

A new generation of high performance networking technology is required to support
the sustained growth of the high performance computing infrastructure. Just as an individual
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computing system needs to be balanced, the associated networking technology needs to have
sufficient capacity and provide the kind of services required by the user community. The new
neiwork technologies will enable resource sharing and cooperative research, development,
and transition described in the program.

Networking at gigabit/sec data rates will require fundamentally pew approaches than
today’s megabit/sec data rates due to such factors as the large amounts of data in the channel,
the relative delay in acknowledging receiFm, and error recovery. The network protocols in use
with today’s megabit channels have evolved from the older ?é kilobit channels and are not
expected to extend much further. In addition, a much wider range of services is required over
the dimensions of burst rates, sustained data rates, and error recovery. The types of service
required include: traditional character at a time for simpie remote access, file transfer over a
wide range of sizes, wide area file systems as an extension of local network file systems,
remote window systems with graphics, video conference, andlarge~scale distributed systems,

For the National Research and Education Network (NREN) component, high
performance networkin? technologies will be produced to satisfy the gig?lblt technology
needs of the NREN and to provide a dual use technology base for DoD. This networking
technology includes development of new protocols and switch and transmission technologies,
and it will be capable of supporting a wide range of advanced network services.

d. Basic Research and Human Resources (BRHR)
(1) Objective

Basic Research and Human Resources addresses long term national needs for more
skilled personnel, enhancement of education and training, and materials and curriculum
development in the high performance computing science and engineering areas. It is
designed to encourage investigator initiated, long term research on experimental projects
that will maintain the flow of innovative ideas and talented people into high performance
computing areas. It will establish industry, university and government partnerships to
improve the training and utilization of personnel and to expand the base of research and
development personnel in high performance computing science, technology and applications.

(2) Development Miiestones

The Basic Research and Human Resources component will focus on fundamental
scientific issues in the order to:

. Improve the flow of human resources into high performance
computing

. Improve the university infrastructure in high performanmce
computing

° Facilitate multidisciplinary academic research on high performance

computirg and communications.
e Defense Specific Technologies
(1)  Objective

Develop the additional technologies needed to ena’le the use of paralle! computer
architectures and associated networking and system software iechnologies in defense
systems.

(2) Development Milestones

The Defense Specific Technologies component will fozus on trassitions of high
performance computing technology from the muiti-vse technology base into specific defense
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requirements such as embedded computing, application specific accelerators, disttibuted
systems, and heterogeneous systems that are fault tolerant and survivable.

2. Technology Objectives
Technolegy Objectives ~ High Performance Computing

Technical Area By 1996 By 2001 BY 2006
High performance . Terao?s systems {Tera }» 100 Teraops systems «10 Petaopsgystem's
computing systems ;— :t ? ;)] N « Optical interconnect {Peta = 1015

* Mu p modules
package » Petaops designs
» Heterogsrious
systems
« Multi teraop designs
f.dcg‘an(';ed soﬁévare « Scalable libraries » Deployed scalable
echnology an programming
algorithms « Design tools environmenis with
« Support for integrated software
haterogeneous engineering
computing
High performancs < Gigabit networks » 100 Gigabil available for | e Terabit deployable
networking available for deployment
deplcyment o Terabit designs with all
» Multi-gigabit designs optical data paihs
Defense specific = Embadded systems | e Embedded systems with | « Embedded systems
technologies with Teratp 100 Teraop components with PETAOPS
compenents componants




3. Resources
Total S&T funding ir this critical technology is shown below.?
Funding — High Performance Computing ($M)

FY87-91 FY92 FY93 FY94 FY95 FYos EY9Y
414 172 219 273 301 348 350
4. Utilizing the Tecknology )

-DoD is a major current and future user of high performance parallel computing
technology. The DoD laboratories exploit parallel machines for a wide varieiy of sumerical
and symbolic computations in ASW, strategic defense, quantum physics, fluid dynamics, and
natural language understanding. Activitﬂ is underway to determine the most effective
processors for ASW signal processing. The AN/BSY-2 submarine combat control system
currently under development uses a loosely coupled parallel processor design. DoD 1s also
using f;Z:clrallel computing to support development of the next generation tactical fighter
aircraft. In addition, parallel processors have been demonstrated or will be exploited for
standoff minefield detection, multi~sensor target acquisition demoastration, distributed
communications systems, and distributed C2-force level control.

D. LEVERAGING INDUSTRIAL BASE CAPABILITIES

1. Current Industrial Capabilities

First generation scalable parallel systems are now cammercially available frem US
vendors. Makers of parallel computing equipment fall into two principal categories:
supercomputer vendors (there are 6 domestic firms) and minisupercomputer vendors
(apgmximately 23). Since 1976, the supercomputer market has been one of the most stable
high technology growth markets, witi: growth estimated at 7 percent annually from 1989 to
1992, while the minisupercomputer market will grow 28 percent annually during the same
period. As a result of DARPA investments in the 1980s, a new industrial base in development
and use of scalable paralle! architectures has begun to emerge. Although the market is still
small, it is considered a critical enabier of a bread range of critical defense capabilities.
Dob-sponsored investients in manufacturing techaclogy are focused on microelectronic
needs {Gallium Arsenide. VHSIC, wafer preparation and packaging, integrated circuit
manufacturing).

2, Projected industrial Capabilities

Spedific plans related to manufacturing techns logy will be driven by growing market
pull from large commercial and scientific markets that were once the exclusive domain of the
mainfrate and are mweving rapidly to scalable, parallel processing. Most U.S.-based
mw?nm and ¢ carly all minisupercomputers have introduced paralle} architectural
concep's into their g@em& It is estimaied that nearly half of the systems shipped in 1991 wil}

L

comMain paraliel architectaral covcents and some of these will be scalable parallel systeins.

2The funding levels shown include primarily 6.2 fundiag - onsistens withs the definitions foand in the Fed-
eral High Performance Computing and Commieicatz a8 Program pablished by the OSTF in 1989,



Because of increased emphasis on advanced computing by Japanese computer manufacturers
(~ith strong governmeni backing), a highly competitive environmeit will be evident.

Because of the prevalence of high performance computing across so many Defense
and non-Defense techniologies, a proposed 5-year, $2 billion bigh performance corputing
and comuunications plan that woula support the gisvelopment of advanced systems was given
the backing of the Office of Sriance and Technology Policy (OSTP) and DARPA and is
included in the President’s FY 942 Budget. This Presidendial initiative, “Grand Challenges:
High Performance Comguting and Commutications”, ¥ 1ses on accelerating significantly
the commercial availability 2nd utilization of new jesezations of  high perfr-mance
computers and communications ustworks. The Tvugram addresses both governnent and
private sector producers in defense apd cormereriial applications.

Special manufacturing needs for development of parallel computer architectures are
closely aligned ic the semiconductor and microebectronic market in the United States. The
techrology base for networking is sisilar to compuiiag with additional requirements for hi
performance switching anmd high data rate lopg distance communicaiion channels.
Development of these advanced systems requires randora access memory chips to utilize this
high~speed computing technology. Other reiated incusivies and technrologies include
software, distributed data bases, parsllel and distributed computation, heterogepeous
systems, computer-human interface, and networking and communication.

E. RELATED R&D IN THE UNITED STATES

1. R&D in Other Agenvies
The Dok has active programs in a number of parallel computer architecture areas:

. Robust computing infrastructures

. Methods development and implementation for major applications

e A small number of experirnental supercompuiing centers
established ihrough the national laboratories

@ Use of government research centers in educational initiatives.

DoE in particular is fostering education through a series of post-doctoral and
predoctoral fellowships, througi: its efforts to provide a center for parallel computing that
would e open to researchers and students from cther institutions (a DAR?’ TEL
collaborauon in DARPAs Touchstone project, networking collaborations with AT&T Bell
Labs, and architecture research collaborations with ingustrial firms). DoD research at
universities focuses on parallel algorithms, sofiware development environment and
techniques for parallel machines, and instrunentation and monitoring techniques for parallei
architectures. University research is also concentrating on the development of parallel
programming enviresmenis to permit ffective wtilization of parallel computer architectures,
especially for scientific computing applications. A major research program to develop an
artegrated WW environment for skared memory architectures is underway at the
University of Liinois.

NASA is actively supporting the development and utilization of parallel computer
architectures. Driven by agency saission reguirements, NASA devel an early large sonle
parallel computer, the sively Parallel {MPP). The t developed and
ihe lessons leamed have transitioned 1o several of the MPP’s commercial successors.

NASA is currently integrating s sumber of parallel processors into its instifution:
computer centers sach as the MNumerical Aerodynamic Simulation Facility at the Ames
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Research Center. Processors are both lar%e grain and fine grain parallel. NASA invests even
more of its anrual budget in the development of algorithms, applications, and system
software for parallel processing in its field centers, research institutes, and university-based
centers of excellence. The list of the facilities developing or utilizing parallel processors under
NASA funds includes (but is not limited to}: Ames, Lewis, and Langley Research Centers,
Goddard Space Flight Center, Jet Propulsion Laboratory, Stanford University, and tie
University of Illinois.

The objective of the NIST Performance Measures for Advanced Cornputers program is
to devise ways of ipeasuriug the performance characteristics of hgh performance
multi-processor machines, particularly multiple~instruction machines based on shared and
distributed memory architectures, without significantly degrading the performance. Studies
to date demonstrate that the performance of a system may be characterized by a few system
state parameters, thus indicating that compact, %'edicnve models of performance are
possible. NIST’s responsibilities in the Federal High Performance Computing Program are to
promote “open” software systems, and support a classification system for indexing a:ud
distributing scientific software so that industry and the research community can effectively
exploit the power of future generations of high performance computers.

NSF support for research on parallel computer architecture is provided primarily
through activities in computer and computation theory, computer and microelectronic
systems architecture, software systems and engineering, and experimental systems. In
addition, NSF funds the Center for Research on Parallel Computation. Researchers are
provided access to massively parallel computers at four NSF supercomputer centers.

The Army has designated the University of Minnesota as the location of an Army High
Performance Computing Research Center for Army agflications. This center is a five-year
effort involving acquisition and networking of high-performance computing architectures in
a heterogencous environmen', basic interdisciplinary research in the optimal exploitation of
problem structure and parali~l architectures in the solution of problems in science and
engineering, and the transfer of eanertise in parallel processing from the center to DoD
scientists in an infrastructure suppor: program of internships, on-site tutorials, consulting,
technical reports, and hands~on parallel computing experience. Furthermore, the
developmeat of parallel software systems required to sug}rort the center will directly affect
productivity in parallel software development, which lags far behind developments in parallel
processing hardware.

2. R&D in the Private Sector

Defense investinent in high-performance parallel computing has spawned a number
of industrial product lines, mosdy oriented toward commercial applications. Industry
generally considers e:g)ioi:aﬁon of massive parallelism into the teraops range as too risky for
development. Instead U.S. industry has pursued incremental improvements in older
approaches to computing. University research is ~oncentrating on the development of
parallel programming environments to permit effective utilization of parallel computer
architectures for scientific computing applications.

F, INTERNATIONAL ASSESSMENTS
i. Technology and Industrial Base
Ongoing research and development in the following areas indicate a2 potential
«apability io contribute to meeting the challenges and goals identified:
8 Design of scalable, 1, distributed, heterogeneous computing
with capability of 10! to 102 floating point operations/sec.
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. Improved packaging (including interconnect and thermal
management) for massively parallel hardware

. Development of software and software development tools to exploit
massive parallelism )

. Development of trusted operating systens for distributed, paraliel
computing. '

The table on the following page provides a summaty comparison of the US and other
nations for selected key aspects of the technology. The United States has a significant worldwide
lead in serial production and practical application of parallel processing hardware. This lead
dgeveloped from and continues to be supported by the US capability in microprocessors and a
broad experience base in advanced computing hardware design and packaging.

There is no evidence that the USSR has achieved significant success in
high-performance computing, however, technology transfer from former satellite countries
is possible. The Soviets have historically followed the United States by 10 or more years in
computer systems, and there is no indication this will change. The Soviets are, and will
continue to be, severely hampered by lack of capabiligr for quantity production of high~speed
digital components and assemblies (see Semiconductor Materials and Microclectronic
Circuits). Thus, their strengths are likely to remain largely in theory, research, and
prototyping. While the Soviets have a significant research effort in parallel computing, they
are many years from being able to provide their scientists and engineers with the levels of
technology available to their Western counterparts. The increased availability of
niicroprocessors enables the development of early forms of scalable parallel systems.

The United States, Europe, and Canada are pursuing parallel computing through
increasing integration of processors. Japanese efforts emphasize peak vector processor
performance. As a consequence, Japan has not produced massively parallel machines on par
with the United States/Europe and Canada. However, their multi-processor computers have
a much higher theoretical peak performance (TPP) than do their US/European/Canadian
counterparts. U.S. technology continues to be dependent on Japanese memory chips and
some high performance component technologies. Advanced U.S. scalable parallel computing
systems have all of the processing components designed and produced by U.S. sources.
Cooperative opportunities will exist with NATO countries, especially with the UK, the
Netherlands, the FRG, and France.

Japan, the UK, the Netherlands, and Germany all have credible efforts in parallel
computing. The Japanese have developed high peak performance groducﬁon models of small
parallel processing vector computer systems. NEC's SX-X/8X~3/3/44 series of computers
was released in 1989 and has four processors capable of a TPP of 22 GFLOPS. The 16
processor Cray-3 has yei to be released (probably 1991), and is expected to be capable of 16
GFLOPS. However, the Japanesc are several years behind the United States in highly
parallel systems and associated software. As the commercial market becomes more
sigmficant, they can be expected to try to close the gap. The U.S. systems are generally able to
sustain higher performance for important applications than Japanese systems.

Japanese R&D in {)arallel computing is beginning to show resuits. The Industrial
Technology A?ency’s Electro-technology Laboratory has recently announced the
development of a 128-processor configuration data flow system, the Sigma-1, a hardware
promt:z?ebasedonaneadier MIT dataflow design. The Japanesc have developed only
minimal demonstration software for this systems. stated maximum processing speed is
640 million floating point operations per second (MFLOPS), placing the system in the
supercomputer category. The Japanese have no work under way equivalent to the breadth
and depth of U.S. projects or the UK transputer project described below.
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Summary Comparison -~ High Performance Computing

Selected Elements USSR NATO Allies Japan Others
Dasign of massively paraliel,
distributed computing with ] 1 1]
101 - 1012 FLOP capabsilities
Improved packaging (including
interconnect and themmnal
management) and massively D D:] EED O s m
parallel hardware witzerand
Deveiopment of software and
development t00ls 10 exploit ] CT 1ot 1 13
massive paraiielism lsraet, Hungary
Davelopment of trusted
operating system for D D:] ED
distributed, paraliel computing
Qveralid D [:D [:D ED
Switzerland
israetl, Hungary

2 The overall evaluation is a subjective assessmeant of the average
standing of the technology in the nation (or nations) considered.

CT 1T broad technical achievement; allies capable of major contributions

[.—.D:] moderate technical capability with possible ieadership in some niches of technology;
allies capable of important contributions

1 generally lagging; alfies may be capable of contributing in selected areas

] lagging In ali important aspects; allies uniikely to contribute prior 1o 2000

LEGEND:

Position of other countries relative to the United States:

Trend indicators — where significant or important capabilities exist (i.e., 3 or 4 blocks):
+ Foreign capability increasing at a faster rate than the United States
0 Foreign ~apability increasing at a simila rate to the United States
—-— Foreign capability increasing at a slowar rate than the United States




The UK has a significant parallel processing sofiware research effort and
infrastructure in its universities, industry, and government establishments. Notable among
these is the Alvey Program for Advanced Information Technology. The European Strategic
Program for Research in Information Technology (ESPRIT) is also pursuing related software
engineering initiatives. Specific areas of research include techniques for dynamic control of
array topology and diagnosis and control of load balance in massively parallel processors, The
Edinburgh concurrent supercomputer is presently using an electronically reconf(i,muable
200-processor array of Inmos transputers {3 MFLOPS per processor board) for a wide range
of research and modeling applications. The ESPRIT project also uses the Inmos transputer
and supports research in many areas. Applications include development of high-level
programming languages and technitl]ues for image- Frocessing and synthesis, scientific
computation (including computational fluid dynamics), logic simulation, and artificial neural
nets.

The UK was a primary contributor to the development of the QCCAM-I, -II
programming languages, the first general computer language written specifically for parallel
computers. Inmos, Limited (Bristol, England) developed and now produces a line of VLSI
chips specifically designed to implement the OCCAM language. These transputers are the
building blocks of a research program being pursued by the Royal Signals and Radar
Establishment with support from Thorn EMI, 1td., Inmos, and Southampton University to
develop a real-time reconfigurable supercomputer.

Many other countries are involved with parallel computer architecture research based
on the Inmos transputer, such as the Soviet Union, Germany, Hungary, Cr.echoslovakia, and
Denmark. Hungary is working on a distributed version of PROLOG fo. transputers called
CS-PROLOG and Germany is researching the use of transputers in pace technology to
process the enormous amounts of data collected on board spacecraft

Recently the Netherlands has become much more active in thy, field, especially in the
areas of algorithms and the application of parallel architectures to artificial intelligence.
2. Exchange Agreemenis

Mechanisms for international cooperation in military applications of parallel
computin ¢ still developing in this relatively new field. The NATO Defense Research
Group (DRG) programs in operations research and in lung-term rescarch for air defense
provide a mechanism for exchanges of information to help understand and define essential
requirements for future applications of parallel compuing. The Technology Coofi)eration
Program (TTCP) provides a direct vehicle under it program for machine and system
architecture and for a range of applicable exchange activities under compuiing technology,
software engineering, and trusted computer systems. These programs, together with
technology exchanges in basic electronics, should also contribute to overcoming packaging

and thermal management problems in assemblies with the extremely high component
densities typical of massively parallel machines.

The Services also have exchanges, primarily with NATO and a few other friendly
nations. Ongoing Service exchange programs in distributed command and control, signal
processing, flight control, cockpit systems for advanced fighters and helicopters, and
com%tanonal fluid dynamics support parallel computer zrchitecture technology. DARPA
has held an exploratory workshop with ESPRIT on a variety of topics including High
Performance Computing.
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4. MACHINE INTELLIGENCE AND ROBOTICS

A.  DESCRIPTION OF TECHNOLOGY

Machine intelligence is the behavior exhibited by computer/robotic systems which,
when exhibited by humans, is recognized as intelligent. These behaviors inclugg knowledge,
understanding, perception, cognition, reasoning, induction, infererce, planning, reaction,
learning, and problem solving.

Machine Intelligence and Robotics are related technologies with rapidly growing
applications in tnodern, high performance complex weapons, command and control, and
manufacturing systems. While few complex weapons can be described asrobots, many invelve
robotic technology. Similarly, Command and Control {(C?) systems are emerging that permit
field commanders to specify guidance, which is subsequently followed tirelessly through
intelligent computational means. These weapons and C? systems are tightly coupled
man-machine systems, carefully designed to make effective use of the unique capabilities of
both man and machine.

The desi% of intelligent C? systems, intelligent machines, and robots requites combining
event and/or object detection, situation assessment, and response planning with suitable
machine controllers, machine learning, and man-machine interfaces. Therefore, this critical
technology utilizes the results from many other technologies, coupled with complex system
integration technologies. Intelligent machines will increasingly depend on advances in paraliel
computer architectures (for rapid control), software producibility (to handle the complexity of
sensing and control), sensors (to provide inputs for intelligent action), data fusion (to combine
the signals from many sensois), and composite materials (to facilitate light weight).

First-generation components of machine intelligence technology have proven their
commercial worth in moderately complex applications. Expert systems, for example, provide
advice and problem solving skills in specialized, well-constrained knowledge areas and are
routinely used in medicine, electronic trouble shooting, product evaluation, financial
analysis, and mechanical assembly planning. Speech recognition systems are being used for
Sgrcel' routing, inventory taking, quaiity control inspection, air traffic control training, and

ictation.

Technology Sets in Machinc Intelligence and Robotics

Image understanding

Autonomous planning

Navigation

Speech and text processing

Machine learning

Knowladge representation and acquisition
Adaptive manipulation and control

a & & > & @

Critical technology sets include image understanding, autonomous planning,
knowledge representation and reasoning, navigation, speech and text processing, adaptive
manipulation and control, and machine learning. The major areas of research in machine
intelligence and rebotics represent technical challenges which, whenmet, willsignificantly
ceatribute to weapon system performance, C? system robustness, and training efficiency.




Image understanding encompasses the sensors, hardware, and software components that
automatically identify objects, from threat vehicles and aircraft, construct representations of
terrain, buildings, roads, rivers and forests, or are used in diverse manufacturing applications
to enhance guality and control through automated visual inspection systems and visual based
planning systems. Autonomous planning is the software that permits machines to perform
complex actions under broad huimnan guidance, and to respond to unanticipated events under
conditions of uncertainty. Navigation is the technology that permits air, ground, and
unélerwater vehicles to autonomously move from one location to another with precision and
robustness.

Speech and text processing systeins will allow people to talk naturally to machines and
10 selegt, interpret, ang translate a wide variety of text; both depend on natural language
understanding. Knowledge represe:itaiion and acquisition are basic intelligence techniques
which provides metheds for acquiving knowledge, rules, procedures, and plans that are
utilized by autonomous planiing, and navigation systerns. Machine learning contributes the
capability for computer programs to infer strategies of relevant control, manipulation, or
understanding previously unexperienced situations, using knowledge thatis acquired over the
life ofthe program. Adaptive manipulation and coatrol enables mechanical devices to quickly
accurately, robustly, and safely interoperate in combined human/machine environments.

Robotics techinology aiso involves controlling complex mechanical devices under the
direction of computer scftware in response to either fixed a-priori assumptions, or
dynamically changing requirements. Robotics mechanisms find a broad spectrum of
applications in helicopters, missiles, ground vehicles, weapon systems, and manufacturing
installations. Developing lightweight, high load bearing, precision articulated mechanical
devices is a critical engineering chailenge facing robotics technology. Requirements for these
devices are ubiquitous in DoD applications and the defense industrial base, robotics systems
are of particular interest in the welding of tank suspension systems, assembly of electrical
equipment, and the fabrication of complex composiie shapes and structures such as those
found in the B-2 bomber. Through the integration of the technical components of this critical
technolegy, the performance characteristics of unmanned air, ground, and underwater
vehicles are enabled.

B, PAYOFF
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1. Impact on Fuiture Weapons Systems

a. Weapon System Performance

The battlefield of the futere will be fast paced. Sensors and weapons will identify
targets on a real-time basis. Intelligent machines will fuse. process, and analyze data and
present usable results almost instantaneously. DeveloFment of algorithms and associated
software to make such systems possible is a major challenge.

Enhanced speech systems will permit rapiG, hands-free weapons control, data
retrieval, and reporting in taciical environments; computer-aided maintenance in depots and
in the field; plus simulated partners in training exercises. Enbanced text processing systems
will enable automatic scanning and routing of large volumes of mz2ssages to reduce Dol>
manpower costs and to increase Dob ability to respond to crises.

Efforts also are underway t» develop complex decision-making aids -— a battlefield
management system (BMS). By processing huge amounts of information, machine
intelligence can provide much more efficient tools for effective military intelfigence, data




analysis, battle management assessment, timely decision making, rapid replanning, and
survivability through distribution of tasking, machines, and data repositories. Thus, machine
intelligence and robotics applications will reduce the need for manpower while improving
human response times. Additional advantages will result from the use of autonomous robotic
ground vehicles and unmanned aerial vehicles. Removing crews from hazardous
environments and exposed platforms also will improve survivability.

With the introduction of composite materials into the design of robotic manipulator
arms, the structural weight of the manipulator and the power requirements to operate the arm
at high speed will be significantly reduced. These robotic devices (with lighter components)
will accomplish missions such as weapon loading, minefield breaching, materials handling,
refueling, and assembly more rapidly and with less power consumption, Understanding the
dynamic response characteristics of robotic systems with components fabricated trom

i
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high-strength composite materials will lead to the development of contiol procedures that
will ensure the precise positioning of end effectors in compliant robotic devices.

In military systems of the future, machine intelligence and robotics technologies will
comprise highly integrated subsysters that can sense the outside world from several different
perspectives (sensor fusion) and resgond through processing of behavioral knowledge and
control actuators to perform specific purposes. These intelligent and, where necessary,
hardened machines of the future wiil provide an efficient means to supplement, augment, and
support human capabilities when exposed to hazardous conditions.

When combined with otler critical technologies (such as microelectronics fabrication
technology, and parallel computing technology), machine intelligence wiil improve
automatic tarfet recognition capabilities, allow truly effective critical and prognostic systems,
create tactical decision aids, and produce advanced robotic systems. The integration of these
technologies will have a significant effect in improving human understanding and contribute
to new applications of speech recognition.

b. Logistics Infrasiructure

The dynamics and complexity of logistics planning requires decision support tools that
do more than provide data base access or spreadsheet solutions. This isa significant chalienge
in light of the acknowledged over-commitment of inventories and transportation
capabilities. Tradeoifs (relaxing constraints) to resolve logistics shortfalls have “penalties” in
the sense that they .nay create shortfails in other ca?abilities. Assessing the impact of
tradeoffs across tirae and space is virtually impossible when the analysis is conducted
manually. The application of machine intelligence will enable logisticians to move from
manual planning ro a computer-aided decision suppori environment including digitized
terrain displays, graphical interfaces, and knowledge-based planuing techniques.
Knowledge-based planning is a powerful aliernative to so-called “conventional” approaches
to suiving complex planning, scheduling, and logistics problems.

Planning efficiencies must be coupled with material kandling and transportation
efficiencies. The use of robotics and machine intelligence will be essential to the realization of
acceptable risks associated with any realistic, system--wide material management economies.
Robotics and machine intelligence will provide the means to mainta:n the uninterrupted flow
of combat consumabies in the presence of chemical and biological agents and other
hazardous environmental extremes.

Automated learning technoiogies for expert systems are in their infancy. Knowledge
based, expert systems, and Al approaches have great potential for rnaintenance and support
functions, but must be planned to evolve as the target sysiems and/or knowiedge bases




change. Testing, quality control, and verification and validation (V&V) capabilities for these
systems are limited. For example, with rule~based systems the only conclusive technique
currently available for V&V is exhaustive testing, which is impractical for any application with
a large number of rules. Technologies and capabilities that might provide structure and
guidance for identifying knowledge base and metaknowledge update needs have not been
developed. Further, software maintenance and sustaining engineering techniques needed to
define and implement enhancements are not well developeg.

Technology advances necessary to identify faults and reasoning errors in intelligent
machines are essential for effective applications over extended life cycies. Therefore, the
advanced capabilities to locate, correct, and validate updates to smart systems must be

eveioped concurrently with the basic technology.

Intelligent self-diagnostic on-line and off-line systems will improve readiness and

zduce maintenance and logistics costs. For example, recent studies have shown that expert

system-based diagnostics can reduce maintenance man hours by as much as 30 percent,

component false removais by 50 percent, and maintenance test tlight requirements by 50

percent. Intelligent diagnostic systems with adaptive built~in-test (BiT) are needed that will
learn and adapt correction procedures based on use experience.

This technology may be used to dramatically imgmve diagnostics and maintenance
training through intelligent maintenance aids. It will also be used to provide diagnostics
instruction geered specifically to the skill level of the individual. Such improvements will
include supplementing work force as well as reducing personnel risks. For example, it can be
applied to robotics for handling of heavy loads or hazardous materials.

As the technology within new systems evolves, greater levels of functional integration
wili occur, These future systems will incorporate new expert system capabilities such as
graceful degradation; automated electronic module sharing; selfchecking hardware and
software; and electronic technical information capture, distribution, and display. Adaptive,
self-diagnosing, flight control systems currentiy under development exemplify future
applications and opportunifies.

2. Potential Benefits to Industrial Base

a. Manufacturing Infrastructure

The biggest users of robotsin the U.S. commercial sector are the auto indi:stry and the
zlectronics industry. Robots perform highly repetitive tasks (such as spot welding in the auto
industry and automatic pin insertion in the electronics industry). Industrial robotic systems
also manufacture DoD materiel.

There are widespread indusirial applications for machine intelligence and robotics,
ranging from the handling of hazardous materials to automation in manufacturing. Expert
systems are beginning to play a significant role in the design of complex ubjects to be fabricated,
both in verifying designs suggested by human engineers and in suggesting novel designs
autonomously. Robots, already used in sirnple parts assembly, will become increasingly adapitive
to new tasks. Machine intelligence a?proaches to probler solving also wili vield software for the
automated planning and control of factory processes, from materials acquisition to product
distribution. Robotic skills in dextrous manipulation will be supplcmented by the rapid

ecognition examination of cbjects through image understanding and tactical information
processing. '




plications of robotics and inteiligent machines in manufacturing environments will
result in flexible manufacturing capabiiities with shertened set—up and production lead times,
greater indusitial base surge capabilities/capacity, enhanced quality, and redeced acquisition -
costs. Intelligent self--diagnostic on-line and off-line systems wiil improve readiness and
reduce maintenance and logistics costs.

b. Logistics Infrastructure

Indusiry has been applying rachine intelligence technologies to internal logistics
problems since the mid-1970s in applications as widely varied as faciory automation,
comguter configuration, production and gistribution scheduling, inventory management, and
troubleshooting. Machine intelligence, or knowledge-based solutions, have a significant
impact on competitiveriess ~ helping business increase human productivity, reduce
manufacturing time and costs, reduce transportation and storage costs, improve product
quality, and enhance customer service.

Field material handling robotics technology being advanced by the military will
provide industry with machines that can rapidly bandle cargo or tooling in the 5,000-pound
class through large work envelopes in highly unstructured environments.

Industry’s push for automated storage and retrieval systems with their increasingly
snmanned warehousing and distxibution machinery are the essential applications of the ever
increasing capability of robotics technology and machine intelligence to both the input and
cutput logistics of, and inseparably fror, the automated manufaturing process.

C. S&T PROGRAMS

1. Summary Description of Plan for Technology Development
2. Qbjectives

Defense-related developmental plans for this cntical technology focus on the key
issues needed to realize its defense potential, including overcoming technical bairiers that
limit the application of machine intelligence and robotics to military situations. Such key
issues include developing effective knowiedge regresentation techniques, improving the
ability of computer-based reasoning tools, enhancing the man--machine interactive
environinent, and solving a pumber of mechanical engineering issues. The following
technology sets describe major components of the plan and target completion dates:

b. Development Milestones

(1) Knowledge Acquisition and Representation

. Development of generic algorithms for critical military analysis
areas {1995).

. Achie;:e reliable associative memory and sensor-based learning
(2000).

(2)  Automated Reasoning
o Advanced Al logistics, simulation, and diagnostics support (1995).

. Semi-autonomous systems (2000).




. Battieficld management (2005).
. Al for autonomous weapons and vehicles (2005).

3)  Spoken Language

- Real-time, speaker-independent, continuous speech recognition
with 5,000 word vocabulary (1993),

- Real-time, speaker-independent, continuous speech recognition
with unlimited vocabulary (1998)

- Real-time, speaker-independent, speech understanding for
interactive problem solving in constrained doraains (1995).

- Real-time, speaker-independent, raultilingual speech
understanding for interactive problem solving (2000).

(4  Written Language

- Accurate routing and retrieval of documents (1996).

- Semiautomaiic data base filling fror text messages (1996).
- Automatic data base filling from text messages (2000).

- Machine-aided translation of text (1998).

{5 Man~-Mzachine Interface
. Adaptive interfaces (1995).
o Pilots Associate (2000) Al based decision aids.

(6)  Training
. Langvage training {3295).
) Al simulation (1955).

(7)  Articulated Mechanical Devices

° Repair/handlinrg systems (1995),

® Robotic venicle networking (2000).
. Autoromous vehicles (2005).

. Automated sertries (2005).

2. Technology Objectives

Major objectives for this critical technology area are listed in the table below.




Technology Objectives - Machine Intelligence and Robotics

Tochmeat Area By 1336 By 2001 By 2006
Uninanined ground « Cns uperator contrads two RCVS | o Rebulio combat vehicle (one | » Substantially expanded
vehicle s o;;erator cortrols fiva RGVs) autorsomous operation of

* Robot vehicle networking unmanned ground vehicies
and intorfacing farmily of
ROVs
Rohotio manipulator » Field damonstration of tank o Light-weight robotic vehicle | ¢ Wioscpread use of robotics
foading throughout weapon systems
Data rate reduction » Tolerohotic vehicis » Robotle security patrol with | & Continuing reduction in size
» Autormatio planning and control of | remote display and control and increase in power of
assembly from CAD models ® Autonomous capability to data reduction capabilides
reascn and react

3. Resources
Total S&T funding for this critical technology is shown in the following table.
Funding — Machine Intelligence and Robotics ($M)

FYa7-91 FY82 FYa3 FY94 FY95 FY96 FYg?

851 148 142 145 144 144 143

4. Utilizing the Technology

Some of the DoD’s most critical problems exist in logistics; current projects focus on
efficient and intelligent resource allocation in military transportation and sustainment
planning. Additionally, the DoD is investing in the deveiopment of robotic maierial andling
systems for logistic applications (such as acquiring replacement parts). Nonlogistics
applications also have achieved success to date. For example, the use of fiber optic~guided
missiles (FOG-M} offers promise regarding the potential for future tele—operated systems.
Tele-operated sysiems may be used as a force multiplier in which one manned vehicle could
control a fieet of tele~operated companion vehicles. Today, DoD has efforts to develop a
tele-operated mobile platform (TMP) that can serve as an unmanned reconnaissance
platform. Another important application of a tele-operated robot will be the development of
Caleb, a small vehicle capable of reconnaissance, surveillance, and target acquisition
operations for the infannc?, Further research will be directed at improving the man-machine
interface for Caleb and dev=loping autonomous capabilities for robots such as Caleb.

The application of expert systems is accelerating due to the commercial availability of
shells, software tools to assist in the capture and representation of relevant knowledge and to
facilitate the selection of appropriate reasoning mechanisms. This has had the secondary
benefit of increasing the in-house technical understanding of machine intelligence concepts;
for example, in extensive employee training programs that use expert systems on a gaily basis.
Qver the next decade, the product of DoD’s basic research and exploratory development
cfforts can be expected to affect weapon systems and related command and control. Many of
these products are likely to lead to machine intelligence components embedded in iarger
conventional software systems.




. LEVERAGING INDUSTRIAL BASE CAPABILITIES

1. Current Industrizl Capahilities

8. Cmrent Manufacturing Capabilities

Robots play an important role in factories when used in applications such as spot
welding and automatic transfer of workpieces. In certain factories, and in all of the domestic
automobile manufacturers, significant economic benefite can be achieved for applications
that exhibit a large ratio of production time to programming time. Unfortunately, the current
capabilities are limited. Machine intelligence (%fmtroller technelogy) will enhance and
expand the epplications of robots in manufacturing,

DoD investments are geared toward long-term development of new manufacturing
technology in the specific area of machine tool-robotic controls, which is not currently teking
place at an adequate rate in the private sector. Major developments in thisarea will help our
industrial base and wili be of advantage to the defense industsy on a long~term basis. Areas
the DoD curreatly is exploring with regard to machine tool-robetic controls include: light
scattering for defects, laser tnangulation for threads and defect depibs, cutiing tool fiber
optics, neural networks, and cutting toc! diagnostics. Qur eventual goal is to actively work
with domestic machine too!l builders in the development of new manufacturing technology
and tc combine their technical expertise with that of DoD. Dol investments can be used to
help leverage additional funding fiom industry and State government for these projects.

Manufacturing technology programs involving robotic metal welding use advanced
sensor systems (such as acoustic emssions, vision, thermal, and gas flow) that can be
integrated with artificial intelligence into computer sofiware 1o control the process. One
robotic system provides the means whereby manufactuzing technology (generated by
model:sg and simulation) can be tansferred directly to the shop floor via a computer-aided
design systems. Other DoD manufacturing technology investments include utilizing robotic
arms for assembling wire harnesses that have several different wire types (including twisted
pairs); applying inertial measurement technigues to robotic arms; monitoring and controlling
plating processes: applying a robotically controlled laser paint stripper to aircraft; and using
expert systems to assist int analysis, design, and planning of factory information systems.

b. Current Logistics/Support Capabilities

Other than in the well-structured environment of the factory floor and the automated
warenouse, efforts to extend robotic capabilities to the ouiside world of
industrial/commercial logistics have been highly constrained. The development of unmanned
machines to work in the great outdoors, exceptin those cases where hazards to life and special
military or other governmental needs must be met, can be expected to lie at the end of a long
evolutionary process that provides incremental aids to “unburder” the machine operator
under the pressure of the market place. Possible exceptions that the military should closely
watch for leverage include: (1) the increasing capability in container handling, tracking, and
manifest automation to provide “inventcry-in-motion” and improved supply node
efficiencies, and (2) the development of machine-compatible packaging and ioaf restraint
concepts.




2. Projected Industrial Copabilities

a. Projected Manufacturing Capabilities

Dol> has a number of initiatives in place to continue support of machine
intelligence/robotics in the longer term, primarily through the manufacturing technology
program. The Air Force “Next Generation Controlier™ project is intended to develop an
advanced computer numerical control (CNC) controfler with a flexdble open architecture to
help U.S. manufacturers recover some of the market share lost to imports. The Army’s focus
in establishing thrust areas or centers of excellence for machine tools and welding of metals
will utilize advanced sensor systems, such as acoustic emissions, vision, thermal and gas flow
that can be integrated into artificial intelligence applications. A sample of planned
manufacturing technology efforts for the Navy include: robotic airframe assemblies: robotic
inspection of complex composite shapes; robotic laser paint stripper; plasma arc-CNC
machining technology integraiion, and enhanced propulsor manufacturing.

The DoD Defense Production Act Title I program potentiaily could foster growth in
areas where the industry must retain domestic capabilities to support future technology
anplications deemed essential for national security. In addition, DoD has contacts with other
1.8, government agencies regarding development of machine tool controf technology. These
contacts provide theoretical knowledge, especially in software development, which has been
usefuliy combined with the practical applications available within DoD, and help provide a
broad basis for future manufactur:g capabilities and development thrusts.

b. Frojected Logistics/Support Capabilities

Machine intelligence in knowledge-based planning and scheduling systems will
enable planners to do true “what~if” analysis — modeling and analyzing many different
scenarios and evaluating the impact on such critical factors as lead time, inventory, costs and
capacities. The result is better utilization of expensive resources through better planning.
Knowledge-based planning and scheduling sgstems will close the gap between upper-level
planning and production floor operations by helping manufacturers make complicated
facility planning and production scheduling tradeoffs based on overriding business chjectives.

Each of the elements in the naragraph above have a direct military logistic counterpart
that ultimately impacis the individual soldier. Machines that can think and plan, and machines
that can autonomously execute those plans, will emerge worldwide to meet special needs in
both the industrial and military sectors. The ability of planners to track these diverse
undertakings and maximize their effectiveness in both worlds will probably have to feed on
itself and employ and aid the very best in machine intelligence.

E. RELATED R&D IN THE UNITED STATES

1. R&D in Other Agencies

Extensive robotics/machine intelligence research is conducted by the Bureau of
Mines, National Aeronautics and Space Administration (NASA), and the Nationa!l Institute
of Standards and Technology (NIST) Work also 1s sponsored at universitics by the National
Science Foundation (NSF). Knowledge-~based systems and neural nets are ander study at
DoE labora:ories and robotics is increasingly used in handling hazardous materials in nuclear
processing.

~ While some of the efforts are DoD oriented, development of robotics/machine
intelligence for use in special applications (mining operations, operation in hazardous indoor
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environsments, and maripulator amn.s and appendages) is being pursued. Research in command
and conrol, remote operation, and vision technology may be leveraged for Dol efforts.

NIST effort includes:

] Knowledge acquisition and represeniation: Within the automated
manufacturing program, NIST is progressing from finite state
machines where all contingencies must be deait with a prior; to
knowiedge-based systems which can bodh learn from experience
and adapt to circumstances from knowledge of a more general
nature. This work requires the acquisition of knowlzdge now
embodied in human experience and the expression of that
knowledge in machine accessible form, use of “fuszy logic,” and new
control architectures.

. Automated reasoning: NIST is investigating the use of neural
networks for process control and has a prototype system in place for
the control of meial atomization.

. Articulated mechanical devices: As part of a wide ranging program
in robotics, NIST is experimenting with devices ranging in size from
small mechanical deburring tools to construction cranes with
variable and softwarc controlled compliance in three dimensions.
With such systems the stiffness of the tool can be made much greater
than the structural stiffness of the supporting “arm.”

NSF supports research 1o develop the knowledge needed for advanced robotic and
other intelligent systems. Research topics include pattern recognition, machine vision, speech
and language understanding, advanced sensors, robot dynamics and control manufacturing
technology, automated reasoning and task planning, and knowledge-based systems.

2. R&D in the Private Sector

Machine intelligence and robetics efforts in the United States are robust, with new
enterprises coming to market constantly. On the other hand, relatively few U.S. companies
are developing robots for commercial applications. DoD-funded research in universities
includes machine planning and reasoning, knowledge acquisition by machine, knowledge
representation by machine, and natural language urnderstanding by machine. Research
aciivity in neural networks has increased, particularly in the past three years, with most efforts
still in universities but with work significantly moving toward industrial research laboratories
and application groups.

About 15 to 20 start-up companies have been formed tc exploit the technclogy in the
past two years, with a market of approximately $20 million, primarily for supplying R&D
efforts and focusing on computer hardware and software tools for research and prototype
development. A few commercial applications have been developed, including a decision aid
for processing mortgage loan applications, a device for reading hand-printed amounts on
checks, and an assembly line parts inspection application.

Several companies have substantial speech and text processing research programs.
These include AT&T, Bellcore, IBM, Texas Instruments, and Xerox. However, the research
conducted in these companies is focused on specialized markets and does not directly address
critical DoD needs.




1.5, university basic research in the area of adaptive real-time informatdon processing
and manipulator control offers signiticant opporiunities for advances intechnology leading to
the implementation of a wide variety of intelligent {autonomous) and other robotic sysiems.
The control of the dynamic performance of robotic manipulators that are programmed to
follow certain desired trajectories remains a difficult and complicated task, because the
manipulator may be comptliant in its joints and links. Therefore, progress in the design,
construction, and operation of manipulator arms will be realized through the development of
appropriate mathematical modeling and analysis techniques and the execution of ke
experimentai investigations. These activities are essential to achieve a thorougz
understanding of the kinetics, dynamsics, stability, and control of future manipulator systems
made from modern lightweight materials, such as laminated composites. The university
community possesses the necessary skills, knowledge, and capability to successfully
accomplish these tasks.

I INTERNATIONAL ASSESSMENTS

1. Technolegy and Industrial Base

The table on the following page provides a summary comparison of the United States
and other nations for selected key aspects of the technology.

Ongoing international research and development indicates potential international
capabilities to contribute to meeting the following challenges and goals:

® Development of specialized techniques for Al applications of
advanced processing architectures;

. Practical telecontrol of military vehicles;

. Application of advanced siructural materials to robots having high
dynamic loads or required to operate in hostile environments;

° Integration of smart sensors and improved actuators.

a. General

Princijal cooperative opportunities will exist with NATO countries, especially in the
area of software algorithms and image/signal processing applications, and with Japan in
applications of optical neural net rescarch.

The United States has had a commanding lead in computational capabilities, but the
lead isbeing diminished. Japan and, to a lesser extent, some of our European allies have made
significant advances in the industrial application of such technolo~y. Much of this R&D is
transferable between civilian and military applications.

b. Robotics

Japancse robeiics R&D has benefitted from a 7-year joint project formed in 1983 under
the Ministry of International Trade and Indust?' MITT) to advance Japancse robotic R&D inthe
areas of nuclear power plant clean-up, firefighting, and undersea construction. The MITI
project addresses sensors for sight and touch; vision control; versatile robot arms capable of both
high precision and high-weight capability; efficient motors for robots; and low-weight,
high-strength materials for robois. During the MITI project, for example, Toshibe, Fujitsu, and
NEC have worked on vision systems: Fuji Eleciric Company worked on manipulators with both
strength and delicacy; Ishikawajima-Harima Heavy Industries Company created a nietal skin for




a firefighting robot, which included sweat glands: Fanuc, Ltd. built powerful ac'uators for robot
appendages: Hitachi is still working on a fourleﬁged locomotion system: and Komatsu, Ltd. is
continuing work on hydraulic masculature which runds on a sea water.

MITI is also planning to sponsor a 10-year, $1 billion research program on “the
factory of the future™ to beginin 1991. The aim of the project is to create computer controlled
factories, and various individual projects will try to link emerging technologies with robots,
for example, using photonic sensors on robots equipped with artificial intelligence. Japanese
entities expected to participate include Tokyo Metro_;)olitan University, Hitachi, Toshiba,
Toyota, Nissan, Fujitsu, and NEC, as well as about 75 others. MITI hopes to contribute
robotics technology and mass production technology to the project in return for American
software expertise and German and Swiss precision machinery craftsmanship.

Another MITI program planned to start during 1991 is a 20 billion yen program to
develop space robots for fabricating or repairing structures in space. The program is called
“Research on Space Work Systems™ and is to be administered by the Agency of Industrial
Science and Technology as a large-scale survey. The intelligent space robots are planned to
be controlled from a space station or from earth. The robots are intended to be as capable as
humans for assembling structures in space, handling parts, and repairing circuits.

The Japan Atomic Energy Research Institute (JAERI) began a 10-year program
during 1987 to develop techrologies for intelligent robots and intelligent nuclear plants. The
Eroject consists of technologies for a knowledge-based system, robot vision, robot

inematics/ kinetics, plant geometry base, dose evaluation, and a high speed Monte Carlo
machine. During 1990 the program achieved a simulation of a biped locomotion robot in
JAER's JPR-3 nuclear plant and simulation of the robot going down a flight of stairs.

Inindependent projects, Shimizu Corporation manufactures robots that can assemble
steel girders, smooth concrete slabs, and spray-paint walls. Scientists in the Toshiba Energy
Science and Technology Laboratory are building snakelike robots which can move objects,
and “master-slave” robots (arms controlled by a human wearing an electronic control glove)
for heavy lifting. The Tokyo Institute of Technology has been experimenting with mobile
robots using various configurations of legs and wheels. Waseda University is currently
working on the second version of a robot with such comgiex articulation that it can play
classical music on the piano. Kajima Corporation has built an excavation robot for building
tunnels and a tile-testing robot. The Transport Ministry Port and Harbor Research Institute is
attempting to develop a robot which can inspect sea-floor buiiding sites. Hitachi has formed a
collaboration with a Yale scientist to build robot arms which have a hardened skin studded
with “smart” sensors —— the arm is able to react to a perceived obstruction. Matsushita
Electric Industrial Company is the market Jeader in Japanese robotics. Komatsu had
developed an industrial robot that installs panels up to 1,100 pounds in the exterior walls of
buildings. An eight-company consortium led by Tokyo Electric Power Company and Toshiba
Corporation developed an inspection and monitoring robot for nuclear power plants. Japan’s
experience in industriai robots, and its underlying technology base in “fuzzy logic,” could
make significant contributions to the allies’ capabilities if both sides agree to cooperate in
robotics technology.

As examples of jeint ventures with U.S. firms, Fanuc and GM created GMFanuc for
automotive systems. Matsushita has an arrangement with Cincinnati Milicron to distribute
welding robots. Yaskawa Electric and Hobart have established Motoman, Inc. for marketing
arc-welding robots in the United States. Japan’s experience in industrial robots and its
underlying technology base in associated computer science and technology could make
significant contributions to the joint venture partners’ capabilities if both sides agree to
cooperate in robotics technology.
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The European Community has nearly completed uie second phase (1987 to 1991) of
the European Strateg.: *ogram {or Research in Information Technology (ESPRIT), which is
addressing natural ianguage understanding, computer vision, rabeotics, machine learning,
comrutational logic, expert systems, anc Al hardware/software developments. Part of the
ESPRIT project involves combining these technologres and setting §'encwds for a European
“factury of the future.”

France has emerged as a dominant force in European software and as a world leader in
artificial intelligence. French research is beginning to move inte industrial applications.
Under the European Research Coordination Agency (EUREKA) program, they are aiso
developing capabilities for real-time threat analysis and crisis management that could be.
directly applicable to battle management and C%1 applications. This effort also involves
Norway. ?n the EUREKA prograr segment for flexible automated assembly systems
(FAMQOS), the UK is falling behind: e.g,, has only three current Al/robotics related FAMOS
projects. One of these consists of producing a robot arm which can manufacture different
products on the same assembly line. The UK companics involved are Bristol Polytechnic,
Britax, Saiford University, Hull University, Crocus (robnt manufacturer), and Mari (sensor
manufacturer); other collaborators are the Ausirian company Alcatel-ELIN, the French
company Apsts, and the Italian company HS Elettronica. Luxembourg had one project — a
rooot brick layer -~ and the Metherlands are researching robotic sensors and controls.

Independent of the FAMOS project, the company Morfax, Litd. Worldwide in Britain
had developsd a bomb-disposal anti-terrorist robot. Hydrobotics Engineering Canada, Inc.
is tnvolved in sea research robots. The Institut fur Informatik 11 of the Universitat Karlsruhe
in Germany has been researching design of intelligent sensors and controls for industrial
robots since 1986. Scientists there expect to develop a high order programming language for
assembling robots, simuiate assembly networks, design a multiprocessor robot controller,
establish rules for integiating robots into computer-aided manufaciuring systems, and
develop vision systems and multisensor systems for manipulators. Germany is considered to
iag only France in the European robotics production market.

Exemplary of the capabilities of our NATO allies are the collaborative efforts between
NASA and the German Acrospace Research Establishment (the DFLRV). This effort
inciudes several robotics projects, with a stated goal of attaining a ten-fold reduction in
weight over present technology. Germany is also active in research in certain aspects of
military vehicle control.

The Soviet Union lags behind the United States significantly in machine intelligence
and robotics. They do have a good theoretical understanding of the area and can show
creativity in applying the technology to selected space and military applications. Soviet R&D
on artificial intelligznce (Al), under the auspices of the Academy of Sciences of the USSR,
includes work on machine vision and machine learning. The value of machine intelligence to
battlefield operations as well as to the domestic economy has been recognized by the Soviet
goversument.

At the Technical Uriversity of Lublin in Poland, researchers are studying fatigue
strength of optical fibers used for vision in dynamic conditions of intelligent robotic systems.
Several Pacific Rim countries are entering the field of robotics. Korea and hong Kong have
already established a robots industry. Singapore is making a major R&D push to have such
high technology industries as robotics and artificial inteiligence established by 1993 (5 yen.s
from 1983 announcement).




c. Mechine intelligence: Neural Netwerks

Toe Japanese Iastitute of Technology and Hamamatsu Photomics have jointly
developed a rudisneniary optical neural computer o explore image processing tasks. The goal
of the project is to develop “intelligent sensors,” Japan has also produced what has been
described as the first opticafneumchap. consisting of a 32 x 32 element arvay implementing 32
nevrons. This chip, integrated on an $mm square (GaAs) substrate, is based on an advance in
optical bonding that will allow the chip to bz used more readily with other integrated circuit
devices and on printed circuit boards, The University of Tokyo and Hammaimarsu Photonics
are working together to develop the “optical association,” which is an optical associative
memory device with earning capability, to use with neural network computer architecture.

Interest in neural nets within NATO countries is limited and is primarily associated with
specific applications. The Netherlands and Germany have expressed an intevest in neural
networks, primnarily in association with their work in 2~D/3~D imaging {which is, in some areas,
advancing more rapidly than that of the United States and Japan). ‘The UK also has expressed an
interest in the area for radar processing applications. Its Alvey program has a major effort in
adaptive user interfaces that may provive benefit to future neural net applications.

An ESPRIT Il proiect calied Pygmalion began in January 1989 and addresses broad
issues related to neural network deveiopment iools and applications. A stated aim is to
Jdemonstrate the potential of neurai networks to real-world industrial problems. A sampling
of the research groupe involved in this effort include Thomson~CSF (image and acoustic
signature processing and high level language development); Computer Technology Institute,
Greece (ceiluiar automatic tools and 3D pattern recognition); and the Universidad
Politecnica de Madrid, Spain (speech processing).

Outside of NATO and Japan, interest and capabilities in neural nets appear limited to
specific applications such as speech and imags processing and potential application of the
technology to remotely piloted vehicles (RPV<). The USSR has had neural net modlels since at
least 1988. Finland sHelsinki University of {echnology) and Sweden (Royal Institute of
Technology, Stockholm) have research efforts in the use of neuro-computing o patiera
recognition for speech and image processing. Israel is among the world leaders in operational
use of military RPVs. Opportunities for cooperation in specific niche technologies may be
realized in these areas.

2. Exchange Agreemeats

There is a significant level of exchange activity in the diverse technologies of machine
intelligence and robotics. Various NATQ programs provide the United States with a
mechanism for exchanges of general information regarding potential application of these
technologies.

The Technology Cooperation Program (TTCP) has a specific exchange in the
application of Al-based aids for military operations and provides a vehicle for a range of
applicable exchange activities under the variety of programs for which Al is an underlying
technolngy (e.g., in undersea warfare. monitoring and diagnostics, signal and :mage
processing, electronic warfare, training, guidance and control, etc.)

Each of the Services also has exchanges, primarily with NATO, in areas of specific
interest. These provide mechanismis ranging from general exchanges in Al research to
exchanges in & variety of specific applications, including pattern recognition for smart
weapons, control and operation of RPVs, implementation of smaut cockpit technigues, and
vattlefield robotics.
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5. SIMULATION AND MODELING

&, DESCRIFTION OF TECEMNOLOGY

A compuser model is an analog, digital, or hybrid representation of an entity (object,
system, activity, process, or situation) including, as appropriate, subsystems, components, and
their interrelationships. A simvlation is an implementation of a model or set of models. A
hybrid simulation combines computer representations with actual equipment, prototypes, or
field trials, Simulations are used 9 better understand the collective behavior of larger
systems (“systerms of systems”) operations in various situations and under various scenarios,

QOur capabilities in simulation and modeling have expanded rapidly in the last severai
years due to great increases in computational power, computer networking, computer
visualization, and software. This has led to vastly expanded opportunities to employ
simulation and modeling throughout the acquisition, development, testing, deployment
training, and logistical support phases of all military systems. Simulation systems are able to
grm{i}de, capture, and reduce ever inore data, expanding these activities in both scope and

etail,

The four components — computers, networking, visualization, and software — are
each critical technologis s which are separately described in this Plan. Military simulation and
modeling is quite dependent upon continuing advances in these areas. As a particular
application of these critical technologies, it integrates them in a particular fashion and builds
its own software products. This integration and applications software activity — simulation
and modeling iechnology -- is the critical techr.clogy discussed in the technology plan.

Critical technology challenges in simulation and modeling span the improved
management of complex battlefields (including camouflage, deception, nuclear conflict),
training of persennel (especially in complex mili“ary environments), and improved industrial
design and production.

Technology Sets in Simulation and Modeling Technology

»  Numerical solutions
s High speed graphics
= Non-linear computational problems

B. PAYOFF

1. Impact on Future Weapon Systems

a. Weapon System Performance

Cost savings and/cr greater value are realized in recognizing the opportunities to
employ new technologies, in1 defining requirements, in developing acquisitions, in testing and
evaluation for both developmeni and operations. With the development of better human
interfaces, simulations support training, the development of doctrine, and studies of
operationai effectiveness. Using simulations which cover larger systems and scope, the
support and logistic aspet. 5 of any new or newly-employed systems can be studied.




Simulation and modeling technology can be and is applied to every major DoD
weapons development program to reduce cost both in design and production, to improve
performance, and to improve diagnostics, maintenance, and “life~-time” logistic support of
fielded system. Simulation aids In the training of personnel, both in the operation of
equipment and then in the use of that equipment in larger units as ﬁghtin% teams. This results
in improved command, control, communications and intelligence on the battlefield at all
levels of conflict.

For example, training cost effectiveness and safety can be significantly increased by
providing a sufficiently realistic interactive simulation of tanks, armored personnel carriers
{APCs), portable weapons, fighter/attack aircraft, helicopters, surface combatants, and other
systems. The capability for linking existing training devices worldwide will provide a level of
integrated training that goes beyond the teaching of individual skills. Newly proposed systems
(such as vision devices, antitank weapons, and antihelicopter weapons) can de simulated
digitally so that the uiility of given technical and human-centered parameter requircmenis
can be assessed before hardware is built. The use of simulation and modeling in the systems
design process will enhance the operational suitability and effectiveness of virtually all
human/machinc systems, whether being initially procured or being modified.

The payoff for large~scale maneuver simulation, in terms of improved combined arms
training at reduced costs, is enormous. Simulation and modeling of the combat environment
involves the assessment of the effect of critical parameters éuch as weapons and force
effectiveness) on battlefield engagements. Simulators and models are also used to estimate
human factors in this environment, including behavioral modeling of crew performance,
development of computer-aided decision making aids, and design of automated controller
aids for batiie simuiations.

Simulation and modeling concepts are applied to the assessment of sensor, observer,
and processor performance to represent realistic military operational environments, ranging
from digital imagery analysis to predictions of the physical effects of environmentzl influences
(such as iemperature or weather conditions) upon weapons sysie'rs and prototypes. This
critical technology can have particularly heavy application in difficult operating environments
such as the ocean, where environmental influences are not well understood due to the lack of
available temporal and spatial information in regional or global areas. (See the discussion of
Weapon Systems Environ.nent for further details). Model simulations will help to optimize
the effectiveness of limited and costly at-sea experimental obscrvations. Also, nuclear effects
simulation is a critical clement in estimating the vulnerability of our weapon systems and
supporting C3I during a nuclear weapons exchiange,

In the electronic warfare (EW) area, a major payoft is {ae develonment of a
coordinated force—on-force EW simuiation capability that can provide assessment within the
integrated combat process. The mid- to long-term payoff of this capability will te a
coordinated combat management process capable of responding to immediate, mid-term,
and long-term objectives. Integrated modeling techniques can be used io run individual
software modules in a coordinated battle force EW simulation. The goa! of these modeling
and simulation efforts is to prescribe coordination procedures for combined electronic
countermeasures against threats throughout the spectrum of conflicts.

b. Weapo:a System Logistics

_ . Weapon systems are becoming more difficult to‘dia%n(_\se and troubleshoot because of
their increasing comnplexity. Future applications of simulation and modeling technologies

should focus on logistics support tools for fielded systems that address this problem, while at




the same time reduce operzting costs, increase maintenance effectiveness, and enhance
systems performance. Logistics simulation and modeling should address both near-term and
long~term “life support” issues to ensure weapons systerns remain efficient and effective
throughout their anticipated life cycles.

Enhanced simulation and modeling techniques will be used to establish reliability and
maintainability needs for given environmental and/or operational constraints, They will be
essential for establishing standards and test architectures. These capabilities will permit
autornaiic test pattern generation from model-based product descriptions. Test program set
development as well as update impiementation times wili be substantiaily reduced.

Products ufilizing advanccd simulation and modeling techuologies will include
interactive iraining devices, automated technical manuals, and highly accurate test and
diagnostic tools. These tools will have wide access to distributed data bases and information
sources, thereby expanding “what if?” anzlvses capabilities. These products will become
portable and accessible to weapon systerm maintainers in operational field environments,

C Integration

One commanding theme of today’s simulation and modeling is integration. It is now
practical and extremely rewarding to employ one consistent set of simulation tools across the
spectrum of activity from new concept evaluation, through research, development,
acquisition and testing, through human factors engineering and training, into near-term and
long-term logistics and supply support for fielded systems, and all along the way to respondto
difficulties as they develop.

2. Potential Benefits to Industrial Basz

Dol efforts in simulation and modeling otfer many opportunities to transfer
technology from weapon system R&D to the defense industrial base through improved
training, design, manufacturing, and exploration. For exampie, the development of advanced
environmental ocean simuiation models wili aliow the indusirial base to develop improved
sensors that exploit advanced instrument technology to combine limited in situ data with
existing and forecasted data. Such development can help benefit undersea or geophysical
prospecting, petroleum exglosation, and other applications.

DoD’s industiiai-related simulation efforts {designed to help produce military
ystems of significantly greater usefuln=ss) can also contribute to the U.S. industrial base.
urrent Dol efforts in this area include developing engineering trade-off decision

simulations such as the transicnt radiation effects on electronics (TREE) program (which
simulates the “hardening” processes needed by microcircuits in a nuclear radiation
environment) and diagnestics of complex systems through medeling series of alternative
situations until they match the observed failure modes.

The fields of human factors engineering and training technology are rapicly
expanding and have many developments that involve simulation and modeling. A few
developments relevant to the industrial base include:

¢ Human factors engineering used to increase usability and reduce
errors. Many human issues can impede system success if they are not
studied and considered early in the development process.

s Virtual prototyping of s‘,\;stems, using computers and involving actual
ers in tests, to reduced the cost and speed

target population mem




arrival of the final product. Virtual prototyping can reducy the time
from adoption of a weapon to assimilation of the weapon into the
force in accordance with appropriate employinent doutrine.

s Ap;f)!icatim of new technologies to enhance our ability to provide

realistic training (including feedback) tailorzd to the student’s
needs. These technologies include digital audio, compact disk read
oniy memory (CD ROM), High Definition Television (HDTV)Y,
videodisc, tutoring modules, simulation-based training,
holography, 3-D television, and speech recognition.

e New ‘raining strategies, primarily derived from work of cognitive
3 . * * L4
- psychologists, to provide insights into performance problems. These
strategies reduce the dme it takes for a novice to become an expert
performer, increasing the cognitive level a student may attain in
iraining settings, anu increasing the positive transfer of training to
the real world.

. Simultaneous engineering, a process that integrates design and
manufacturing and support processes of any product. If manufacturing
and human-centered supportability aspects of the design are
considered up front, product design can be alered as required before
the design is frozen (thus alleviating costly downstream changes
required for production). This up-front consideration of
manufacturing  processes allows greater emphasis on efficiency,
increased quality, and reduced cost. Simultaneous engineering is a
dual-use technology that can be applied to non-defense-related
industrial design as well as to weapon system design.

C. S&T PROGRAMS
1. Summary Description of Plan for Technology Development

Military simulation and modeling technology encompasses a widely diverse collection
of research and developmeni programs. In this section, these programs are divided into three
application areas: battle management, training, and product development.

a. Complex Battie Management
(§))] Objectives

Simulation and modeling are used increasingly to evaluate more sophisticated systems in
highly hostile environments. Because of this it will be necessary to develop even more
high-fidelity models in real or faster-than-real time, in order to: test and evaluate systems;
develop strategies and tactics; demonstrate capabilities; and ensure reliability, survivability, and
effectivepess without expending actual equipment and personnel. The battle management
techiology set is divided into areas of hardware (distributed computaticn), software (simulation
codes), aud the integration of real-time hardware and software. R&D activities through
FY 1997 in support of these technology objectives include the development of:

. Distributed and parallel computation (hardware)
Effective parallel object~oriented database systam.
Real-time parallel Ada.
Greater-than-10-gFLOPS simulators.
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Simulation codes (software)

500 thousand lines of code in real time
Establiskiment of simulation V&V technology

Integration of real-time hardware and software

Fiber-optic neiworks for distributed real-time systems.

(2) Pevelopment Milesiones

L

b.
(1)

Simulations and models are increasingly used for training and development of
human-in-control support systems. In acdition to the obvious requirement for real-time
simulations of adequate fidelity, there will be a need for faster~than-real time to permit
on-line diagnostics and the ability to provide “what if?” supg)ort. This technology set
therefore is divided into two subsets — high~speed graphics an

Technology objectives for each subset are:

Distributed and parallel computation (hardware)

Hardware suite for SDIO at the NTF, operational FY 1991

Muldlevel security fault-tolerant operating  sysiem,
FY 1995, v

Simulation codes {sofiware)

Completion of initial ground-based surveillance radar
model, FY 1991,

Level 2 SDIO end-to-end simulator, complete FY 1993.
End-to-end IR sensor simulator, FY 1994,

Towed-array acoustic  self-noise model, completed
FY 19%4.

Integration of real-time hardware with software

Ground-based radar propagation simulator demonstration,
FY 1991.

Demonstrated initial long wavelength infrared clutter
sirnulator, FY 1992.

Upgraded optical nuclear clutter specifications, FY 1993,

Compietion of space-based radar propagation simulator,
FY 1995.

Completion of tactile gloves and helmet displays, FY 1996.

Training in Complex Military Envirenments

Objectives

High-speed graphics

Development and promulgation of graphic standards.
Integration of high-speed hardware and software.
Use of high-speed screens using 64 Mbit chips.

man-machine interfaces.
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(1)

Man-machine interfaces
Increasing use of Al and expert systems in man-in~the-loop
displays.

Development Milestenes

High-speed graphics

Development of carrier-based weapon system mission
rehearsal capability, FY 1991.

Completion of a PC-based radar simulator for training,
FY 1994, '
Man-machine interfaces

Demonstration of complex AAW scenarios for AECIS
training using expert systems, FY 1992,

Application of Al tutoring to computer-based instructional
systems, FY 1993,

Testing of under-ice piloting trainer, FY 1993,

Design ard Production

Objectives

Simulation and modeling technology is useful in the design and production of
componeit parts. Specific applications include modeling methods for production processes
aswell as preliminary validation of compound designs in & variety of simulated environments,
Many of the objectives listed above in the first two technology sets pertain. In addition a
subset of design tools is identified for this technology set. Specific objectives inciude:

)

Development of high fidelity simulations on PC or production
computers.

User-friendly interfaces of complex code for production personnel.

Development Milestones

Development and application of sophisticated numerical methods
for nonlinear processes.




2. Technology Objectives
Technology Objectives — Simulation and Modeling

Technical Area By 136 By 2001 By 2006
Complex battie * integration of batllefistd | » Application of & Subsihantally
management simulation into t:s: b& W&ased improved be{ﬁe
"W»gﬂﬂ”"‘ x !liquos nanagemag
to have a test and design of com decision eids,
evaluation spproact: for systems human faciors
niew planning and large software design, and
i pohﬁ;.g!;eﬂoiem magenwnsy Mdtbme m
iog ues
euv“ ot %éﬁact of 1* Demonstration of
I our wn C3l workstotion
mwﬁémmm' » Use of actual warld
seloction, and
training
Tralning in # Increasee 'se of Al and | » Order of magnitude { ¢ On-line diagnostics
complex military knowledge-based cost reduction for and “what-~if"
environments systems in display training and human capabilities
generation tactors design
s Fully Integrated
real-time
simulations with
man-in-the-loop
capabifty -
Industrial design | @ Modeling performance | @ Diagnostics and + Substantially
and production of etical designs pfggnosﬁcs by improved cost
10 nelp make trade-off ing alternative sffectiveness,
decisions for optimal situations planning, and
dasign design

3. Resources
Total S&T funding is shown in the table below.
Funding Simulation and Modeling ($M)

FY87-91 Fyo2 FY93 FYg4 FYes FYs6 FY97

1230 334 343 240 335 344 344

SFunding is derived from programs in the DoD) budget. Most programs involve several technologies. It therefore
becomes a matter of judgment how many dollars to count toward which technology. The funding presented
here and throughout this report {or each critical technology, is of the right order of magniiude but isnot to be
construed as a precise budgetary quantity.
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D. LEVERAGING INDUSTRIAL BASE CAPABILITIES

i, Current Industrial Capabilities

The United States has been a leader in development of simulation and modeling. In
manufacturing, many software packages are available that can accurately model and simulate
production flow in discrete parts manufacturing. They run on most brands and sizes of
computers and permit a number of industrial engineering analyses for efficicncy and process
improvements.

Simulation permits establishment of process parameters through computerized
methods, rather than through trial and error effort on actual plant equipment. In addition,
simulation permits creative exploration of process alternatives in the product design stage.
Thus, product design, manufacturing, and human-centered supporiability issues are
considered simultaneously or concurrently (hence the terms, simultaneous engineering and
concurrent engineering).

2. Projected Industrizal Capabilities

Domestic manufacturing advances will depend largely on the advances of computer
and software technologies. Industrial simulation will require large increases in both
processing speed and memory size, as well as the fundamentals associated with advanced
technologies such as artificial intelligence. Simulation and modeling of metalworking
processes is a key to successful development of processes for new, hard-to-work alloys such
as aluminides and rapidly solidified powders. For example, simulation, in conjunction withan
experimental development program, is necessary to establish processes for forming titanium
aluminides for future aerospace applications.

E. RELATED R&D IN THE UNITED STATES
1. R&D in Other Agencies

DoE isinvolved with, or is researching, future research and development effortsin the
following areas:

° Virtual prototyping to enable engineers to visualize and test new
components.
° Remote instruction for collective training and high cognitive level

learning to replace or enhance schoolhouse learning experiences.

. High technology education, where students learn complex realistic
problem solving through coliective iraining and learning
experiences in the classroom (made possible by rapidly accessing
rultiple data sources).

e Simulation-based training, where students can practice high-risk
scenarios with expert, i1mmediate feedback in a cost-eifective
configuration,

. New weapon system design, including human factors and training

considerations via computer simulation, for the purpose of
determining design effectiveness, learning constraints, and
cognitive overload considerations. These new design practices also
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permit experimentation prior to fuli-scale development of the new
system.

* Specifying requirements and design criteria for new C3I systems in
real-time environments,

programs include weapon design and effects (nuclear, couzventional, and chemical);
prediction of effects of vibration, acceleration, and ionizing and non-ionizing radiation on
man; and understanding inte:actions among low observables, materials, and geometries with
electromagnetic radiation,

Other areas in which computer modeling has significantly afiected US. R&D

NSF supports research in virtually all areas of science and engineering in which
simulation and modeling play a significant role. Systems of interest range in size from galaxies
and star clusters o collections of interacting atoms and molecules. The recent acceleration of
computational technologies has provided new focus on the development of algorithms and
rg:sea]{ch on means and methods of handling and representing data, including graphics and
visualization.

Ongoing programs in mathematics and computer and information sciences support
basic work on developing algorithms for simuiation and modeling, prototype software
development, and simulation and modeling of communication systems. Programs in the
physical sciences, biclogical science, geosciences, and engineering support research in
s}i}muia&ic;g and modeling of physical systems and materials of direct interest to investigators in
those fields.

NASA has active programs in simulation and modeling to reduce the risk and cost
associated with many of 1ts agency missions. The most visible example of this is the Ames
Research Center’s Numerical Aerodynamic Simulation Facility (NAS) which supports
aerospace vehicle design and validation. Augmented by wind tunneis, NAS allows rapid
evaluation of aerospace vehicle design concepts throughout the required flight envelope
without a costly commitment in airframe devellopmem and without risk to human life and

property.
Similar efforts are funded for propulsion system design and fabrication, validation,
aerospace materials, and large, space-based structures evaluation.

A more recent trend in NASA's use of simulation and modeling is the creation of large
computer models to represent systems too large and complex to analyze any other way: for
instance, coupled ocean-atmospheric interactions or galaxy creation and evolution.

'Finally, since its inception as a civilian space agency, NASA relies on simulation and
modeling to evaluate, refine, and successfully execute its very large, complex, and tightly
coordinated space flight missions.

2. R&D in the Private Sector

Industry has a substantial investment in the development of improved real-time
simulation technology for training, as well as for weapon system development. For example,
all major EW system developers produce engineering simulations prior to and during
hardware design and developraent. These simulations are generally unique to the planned
?rstem development und not related to more generic simuiation technologies being

eveloped by the Services.




Substantial Dol)-sponsored university research is underway to optimally model a
wide range of processes, develop robust and efficient computer algorithms (based on the
underlying theory), and employ high-performance parallel computers to exercise these
algorithms. Computational science is now emerging as a discipline in most major universities.

| 8 INTERNATIONAL ASSESSMENTS

1. Technology and Industrial Base

e Internationally modeling and simulation are applied to 2 wide range of diverse
; afxileications. As the complexity and costs of hardware development increase, designers in all

elds worldwide wiil begin tc depend more heavily on simulation and modeling. The table on
the following page provides a surimary comparison of the United States and other nations for
selected key aspects of the technology. Principal cooperative opportunities will continue to
exist with NATO countries. especially with the UK, Germany, and Canada, all of whom have
substantial efforts. Ongoing international research and development indicates potential
international contributions to meeting the challenges and goals identificd:

) Developing numericai techniques {or modeling of non-linear
processes on advanced computing architectures;

® Developing and empirically validating paysica! models of materials
(including material reaction to extreme conditions);

. Effectively applying advanced computing architectures toreal--time
and faster~-than-real-time simulation of complex situations/
environments.

Japan's capabilities in computing and industrial process control offer promising
cooperative opportunities in those areas. In general, gowever, Japan trails the U.S.
development of empirically validated enginecring datu bases, specific to military systems, that
are required to do effective modeling.

Many NATO countries, though lagging in certain aspects of modeling, have led the
way in producing the hard data with which the models are validzted and improved (e.g., the
UK’s research in chemical defense). Thus, a critical interplay exisis between se'ected
modeling communities and their experimeatal counterparts in other countries.

Secondary opporiunities for cooperation exist in niche technologies related to
modeling of nuclear and solar power {ltaly) and modeling of particle accelerators. In
addition, the widespread efrort in algorithms for parallel processing, such as that in the
Netherlands (described in the section on parallel computer architectures) may contribute to
advsni(;es in numerical methods in computational fluid dynamics and hydrodynamic
modeling.

Many ¢ther countries are active tn modeling power and transportation systems. These
programs ar. not, however, considered leading candidates to contribute to significant
advances beyond exsting U.S. capabilities.

S e g o s
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Summary Comparison - Simulation snd Medeling

Selocted Blemants ussn NATO Alifes | Japan Others

Davelopment of numernical &
gorithms for madeling of non-

linear processes on advanced ED [:}::D O m O

computing architeciires

Development and emplrical
validgtion of physical modsis 1 -

oF materials (ncluding material D m B:Ij o
action 1o extreme conditions)

Efiective appiication of ad-
vanced computing architec-
tures to reai-tine and fastar- !‘_’_j :] [:D | 1 1 ] O
than-raal-lime simulation of
cornplex situalions/
SIVIrONITEnts

Oveat mm i fwmmlol lmmmle

aThe overall evaluation is a subjective assessment of the avarags
standing of the technology in the nation {or nations) considered.

LEGEND:

Position of olher countries relative 10 the United Stales:;

f !_ [ 5; l broad technical achievement; allles capabie of major contributions

E[E moderate technical caoability with possible leadership in some niches of tachnoiogy;
allies capable of impurtant contributions

11 generally laggig; allies may be capable of contributing in selected areas

!:] lagging in all important aspects; allies uniikely to conltriibute prior to 2000

Trend indicators — wherg significant o important capabilities exist (i.e., 3 or 4 blocks):

- Foreign capability increasing at a {agier rate than the United States
O Foreign capabillty increasing at a sirmiiar rate to the United States
— Forewgn sapailily ncreasing at a siower raie than the United States




Simulation and modeling as a generic field is :stablished woridwide in many civilian
applications. Primary applications are found in mexieling large corplex systems, most
notably power (including nuclear power as an inportant subset), transportation, and
telecommunications, These areas are of only periphoral interest at present; however, they
could produce advances in software techniques for massively parallel miachines that could be
transferred to other problems. -

Driven by the samc economic considerations as the United States, NATQ allies are
advancing computer modeling and simulation technoiogy. With the exception of Japan, most
nations lag behind the Uniteg Staies ia their capability to manufacture high-speed scientific
computers. However, there is no restriction to their purchasing sthese machines. Various
national and muitinational R&D ventures by our allies may focus on targets of opportunity
that wouid also enhance their overall capability.

Within NATO, the UK is active in a number of areas of interest, including
computational fluid dynamics and modeling of complex communications networks. British
companies — Ferranti, Alvis, British Aerospace, Marconi and Westo  Simfire - are
currenily involved in research and production of varioussimulationandine = gproducts. A
number of other NATO countries have ongoing efforts relating to varivus aspects of
modeling spacecraft control and thermal management.

‘ Germany uses simulation to expiore use of an automatic tactical fighter director with
integrated fire-flight control systems for automated air-to-air combat and is active in
simulation supporting the Eurnpean Fighter Aircraft.

Canada is a world leader in dynamic trzining simulation and is contributing presenily
to the LH combat mission simulator, Then leading simulation fitm, CAE Industries, Ltd,
recenily acquired four of the five simulaticon divisions of the United States firm Singer. France
has produced six-degree—of-frecdom simulations of the Puma SA 330 helicopter and the WS
13 Lynx. Specific efforts of interest include improvements in computer-generated imagery,
whichi zre reportedly adequate to simulate real-time flight dynamics with reaiistically
textured objecis in simulated day, night, and dusk cenditions. The ability to de real-time
dynamic imagery with detailed texture adds significantly to the training capabilities. This
capability is characte ristic of the stave of the art in U.S. combat mission stmulation (as in the
AH-64 weapons sysici sitnuletor), The UK is developing and using innovative technigues
for r;:a!«time dieplay that may help to alleviate troublesome time-delay effects in aircraft
sirnulators.

The USSR has c cmonstiated a strong capability in modeling wave-flow dynamics and
turbulence, and their data assimilation efforts for purposes of ccean simulation probably lead
those of the United Staies. Soviet researchers are very capable in the simulation and modeling
of aviation and space systems. The United States maintains superiority with respect to data for
purposes of modeling (prediction) and computational hardware and software for simulation
and modeling.

The USSR uses simulation and modeling extensively for wargaming exercises and
weapon development. Although the Soviets trail the United States in computational
capabilities, specifically in lorge-scale computers and graphics workstations, the
nonetheless have a thorough understanging of the subject matter. In seme applications, suc
as wargaming, their knowiedge base of the subiect matter may equal or lead that of the
United States.




2 Exchange Agresments

Simulation and modeling play an integral part in the design, integration, and
evaluation of most modern weapon systems. Exchange of information comnibuting to
advances will occur through a number of mechanisms. The exchanges in physics and
electronics previously noted will contribute directly to our understanding of basic
g_henomenolcgy at the device level, Empirical validation of environmental models results

om exchanges involving the weapons environment.

The Technology Cooperation Program (TTCP) provides mechanisms for a range of
applicable exchange activities in such diverse topics as simulation of infrared scenarios,
training, simulation of nuclear weapons effccts, radar performance prediction, and weapon
effectiveness, all of which have traditionally relied heavily upon modeling and simulation.

. Each of the Services also has exchanges, primarily with NATOQ, in areas oi specific
interest. These provide mechanisms for exchanges of technology such as flight simulation,
simulation of air-to-ground sensors, and modeling of flight dynamics.
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6. PHOTONICS

A.  DESCRIPTION OF TECHNOLOGY

Photonics is the use of light (photons) for the representation, manipulation, and
transmission of information. Photonics technology encompasses techniques to generate
photons in highly selective frequencies, wavelengths, and amplitudes (such as in lasers); to
guide that light to specific areas (such as through fiber-optic “light-pipes”); to analyze
electromagnetic radiation (e.g., by varying frequencies, amplitudes, and polarization); and to
develop materials that have desired optical properties (such as reficctance, transparency, and
electro-optical properties).

Defense photonics developments are aimed at achieving major improvements in
tactical and strategic command, control, communications, and intelligence (C3I) capabilitics
through faster, smaller, more reliable, and more survivable systems. DoD advanced
technology developments in photonics include fiber-optic communication, optical signal
processing, optical computer networks, optical memories, nonlinear optical processing,
integrated optoelectronic networks, and integration of electronic and photonic devices inio
monolithic compound sericonductor optoelectronic integrated circuits (OEIC).

Photonics technology has long been used in important niches in both defense and
commercial applications. But it has been only recently Sthe last 10 to 20 years) that photonics
technology developed the necessary critical mass of tools and capabilities to springboard into
revolutionary new applications.

Today, photonics technology can support a number of applications that previously
were the sole realm of electronic and microciectronic devices. By combininf fast, massively
parallel techniques with devices possessing high spatial resolution (as used in optical data
storage), photonics can provide order-of-magnitude improvements over today’s
conventional electronic devices.

Photonics, like clectronics, is an enabling technology which has applications across a
number of the critical technologies. Some of these photonic applications are addressed in
other sections of this plan {e.g., passive sensors, sensitive radar).

Technology Sets in Phetsnics

L Laser devices

. Fiber-optics data

° Optical signal processing
® integrated optics

During the past decade, tiber optics has greatly mnatured as it has gained importance in
the commercial sector. The next decade will see similar maturation of fiber optics for use in
the defense sector. Fiber optics will provide higher bandwidth capabilities at lower cost than
cable by factors of 10 to 100. The smali size, light weight and resistance to electiromagnetic




interference of opticai fibers provide major advantages for deployment in avionics,
microwave systems and communication systems. Supercomputers and high-throughput
signal processors will uge optical interconnects. Ultra low-loss fluoride fibers with their
theoretical loss of 103 db/km will permit transoceanic repeaterless links that could
revolutionize undersea surveiilance, long distance communications, and teihered vehicle
command and contrel, such as fiber guided missiles. Fiber-optic sensors will provide a new
class of gyros for inertial navigation as well as acoustic and magnetic sensors for
anti-submarine warfare (ASW) and commercial applications.

The next 20 years will see the emergence of photonic signal processing devices in
sensor, communication, and information processing systems. The processing rates required
by emerging eleciro-optical and infrared {IR) sensors, electronic warfare, and undersea
surveillance are surpassing the capabilities of currently available electronic processing (19
Ghit/sec). Dedicated photonic processers will soon be needed to act as sensor front ends that
will preprocess the data and reduce the data rates to those compatible with current and
projected electronic processors. Dedicated special-purpose photonic precessors are now in
use with DoD in such froni-end applications. Defense photonic developments are aimed at
achieving major im;)rovements in tactical and strategic command, control, communications,
and intelligence (C°I) capabilities through faster, smaller, more reliable, and more survivable
systems and in sensor applications for target detection and weapon guidance.

Laser diode arrays are being developed to scale up the usable light output from dicde
lasers while retaining the high efficiency (greater than 30 percent) and compactness
(approximately 100 micrometer dimensions) of individual devices. For commercial
iapplications, diode arrays may replace other less efficient, reliable, and compact types of
asers.

The evolution £ integrated optics occurred in parallel with lasers, fiber optics, and
integrated electronic circuits, This evolution will likely continue over the next 20 years.
Although currently limited by materials availability, integrated optics will have a similar
impact on photonic systems as microelectronics technology had cn the electronics industry.
These impacts include decreased size and weight of photonic and hybrid photonic/electronic
systems and increased speed and reliability.

B. PAYOFF

1.  Impact on Future Weapon Systems

a. Weapon Sysiem Performance

The table below outlines the goals and paycfis associated with the DoD program in
photonics:




Goals and Paysffs — Phetenics

Appiication Goal Payofi
Electronic Warfare & 100X increase in » Greatly | ved ECCM
processing rate capabﬂitym all typ;sw of
sensors (IR, radar, EW,
® 10X mmﬁc&l acam&e‘ &c.)
s Enabla procesaing of data
« Distributed architecturs fr!om hig)if} gcagsi {(>10°
. element ﬁ%ﬂe
o Rediucec EM1 ane
o ys, vary largs phased
susceplivllity airays, and cai?ssctian
syslams
Command, Control, and » Transoceanic repeateriess | ¢ Large distibuted ASW
Communications {C%) cabling syst%mi with ll%\g?{costs
» Satshite-to-submaring | o0 Torer reliabilit
communication o improvad tacticat and
o Fly-by-light stratogic connectivity
. o Reduced walghi/volume
» Sateliiie-to-satellite and lower EMVECM
crosslinks susceptibility

The superiority of fiber optics over copper-based systems can be measured by
information carrying capacity (which is 10,000 times greater for optical systems), energy loss
in signal transmission (100 times lower), error rate (1% times lower), greatly reduced size and
weight, and by its resistance te electromagnetic interference, and other harsh environments,
Future developments in semiconductor lasers promise improvements in diode-pumped
lasers as well as fast, efficient, high-brighiness sources for memory, display, and materials
processing technolcgies. Modulators promise still greater improvements in data rate capacity
and link margin.

_ Ultra jow-loss fiber optics is of particular importance to DoD in a number of critical
military capabilities:

° Wide--area communications

. Wide~area surveillance

» Undersea and tactical missile guidance (low-cost, target and
aimpoint selection)

® Remote surveillance and tele-operated weapon platforms
(removing the requirement for personnel to enter high-threat
areas).

Developing technologies such as zircomum fluoride (ZrF) glasses wii! enable such
systems as large aperture, high-gain, acoustic arrays (thousands of acoustic sensois
interconnected over tens of kilometers), and long-range command-guided anti-ship
missiles. Important elements of this technology are continuous integration of electronic
processors and controllers with fiber-opiical devices; nuclear hardening; improved
mterconnects; switches and multiplexers; higher power; frequency tunable optical sources;
and high bandwidth sensitive detectors.




Photonic processing, both analog as well as optics in digital computer systems, offers
the promise of order-of-magnitude improvemenis in processing speed resulting from the
natural parallel architecture and the high switching speeds of opticai devices. In addition,
photonic circuits eliminate many potentially troublesome connectors and increase reliability.
The processing rates required by emerging electro-optical and infrared (IR) sensors,
electronic re, and undersea surveillance are surpassing the capabilities of currently
available electronic processing and communication link capability (1710 Gbit/sec).

Photonic devices also offer superior electromagnetic pulse (EMP) and radiation
hardness. Developing photonics technologies applied to advanced nuciear weapons testing
diagnostics are providing new insights into weapons physics that will enable more reliable,
safe, and innovative nuclear weapons development that will be especially critical in the
present constrained environment for nuclezy testing.

Incoherent diode laser arrays operating in a long-pulse mode are finding use as pump
sources for neodymium and other rare earth solid-state lasers. In thiz application, their
ruggedness, reliability, and energy efficiency greatly exceed that of conventional flashlamp
pump sources. Diode-pumped solid-state lasers have demonstrated 10 times higher
efficiency and 100 times better reliability than ﬂashlampgumped laser systems. These
sources at primary laser wavelengths or frequency converted shorter wavelengths may enable
simple, rugged systems for coptical communications, chemical detection, and clear air
turbulence detection. This same technology applies to many medical and industrial uses.
Incoherent arrays are also being used for direct optical ignition of pyrotechnics (e.3.,
explosive bolts on rockets) through optical fibers. These lasersrequire modest {1 watt) power
levels and are 1\lel)%)f:cted to be a high-volume application becauss they significantly enhance
safety and E resistance. Other applications for ignition of energetic materiais in
conventional and nuclear weapons are likely to follow. '

Coherent diode laser arrays have application in satellite communications, directed
energy, and undersea ASW. In~phase operation of an array directly increases the amount of
power that can be focused on target. In addition, by coniroliing the optical phase of each of
fhe le:mitting diodes, electronic beam steering has been demonstrated at very low power
evels.

Nonlinear optical materials have important applicaiions in optical countermeasures,
and blue--green submarine laser communications.

Integrated optics has the potential to enhance weapon capabilities in the areas of
automatic target recognition, state-of-health monitoring, and detection avoidance. Similar
to the imgroved catpa ilities of electroxics with the introduction of the integrated circuit,
integrated optic: will v'eld systems which are stable in alignment, aliow easy control of guided
waves, are eleciromagnetically immune, have fast speed of operation, and are corapact and
lightweight. The long term advantage is that the integration could permit mass production
and thus reduce costs per unit for assembly.

b.  Weapen Systems Logistics

The increased storage capacity, speed, and processing power of phoionics
technologies will place substantial demands on DoD’s capability to find and isolate faulis due
to the massive amounts of information being processed. Therefore, in conjunction with the
technology development, new data checking algorithms and data processing architectures
that address operational support and maintenance concerns must be developed.




_ Once developed and standardized over a broad spectrum of applications, photonics
will support diagnostics needs with new passive optical sensors, status monitoring devices, and
new inspection techmiques.

New fiber-optics ‘gﬁplicaﬁons will provide one to twe orders of magnitude greater
information bandwidth. This capabilig;oupled with new high density storage of technical
information (using CD ROM and WORM) wili make practical portable automated technical
manuals and highly accurate portable automatic test equipment. This technology also will
permit the rapid update of technical information needed to maintain compiex weapon
systems.

Photonics technology advances will also help eliminate two very troublesome sources
of Jogistics maintenance problems; electrical connections and eleciromagnetic interference
(EMI). New fiber-optic and laser diode connections will reduce classic problem sources such
as electrical shorts, opens, and corroded connectors. Since fiber optics are not influenced by
spurious electrical inputs, great numbers of primary EMI sources, wires that act like antennas,
will be reduced.

The reliability and survivability of future weapon systems using photonics technology
will depend upen the susceptibility of those systems to potential threats. While research to
date shows photonic systems have an inherent resistance to EMI, continued research needs to
be conducted to assess the potential impacts of radiation threats on optical signal/data
processing and integrated optical components.

2. Potential Benefits (o Indusirial Base

f. Manufacturing Infrastructure

Key manufacturing facilities for photonic technologies are still in development. The
supporting industrial base is loosely structured, with significant changes anticipated to
support the variety of expected a?plications. Photonics R&D should significantly affect the
high-speed computing indusirial base through the development of components such as
high-speed lasers, detectors, sensors, interconnect media, and signal routing and control
elements. DoD relies heavily on commercial development in areas such as high--speed local
area networks (L.ANs) and transoceanic cabling. Fiber optics R&D being pursued by DoD is
highly specialized (e.g., intrusion resistant fiber optic links).

Diode iaser arrays are expected to have numerous industrial applications, replacing
older types of laser due to the greater reliability and lower cost (inexpensive enough to
warrant replacement rather than repair). Applications include laser printers, read/write
optical disks, and iilumination for robot vision. In manufacturing, diode arrays are expected
to find widespread use in applications requiring power levels of 1 to 100 watts. These include
machining {cutting, drilling) and surface-treating (conditioning, texturing, heat-treating) ofa
variety of materials. The small size and relaxed power and cooling requirements of diode
arrays allow direct point-of-use positioning, eliminating the need for beam transmission
optics.

b. Logistics Infrastructure

Photonics will support future needs tc pass data across product and support levels,
New integration and analyses of maintenance information will be practical due to the higher
speeds and processing power. Opportunities to feed back system maintenance and
performance dati in tme to influence product design and/or support decisions wil! be made
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practical. Photonics will be an enabling technology for linking many new CALS information
exchange and interchange applications.

C.  S&T PROGRAMS

1. Summary Description of Plan for Technology Development

The defense-related development plan for photonics focuses upon those key issues
that provide substantial. perhaps revolutionary, capabiliiies related to the national security.
The following describes efforts in each technology set.

a. Laser Device Technology
(1)  Objective

To develop tunable diode laser devices and aiTays with outputs of 100@ or greater,
Continuous Wave (CW) coherent power. Contin:2 research in laser, electro-optical, and

non-linear optical materials including growth, fabrication and evaluation in order to improve
materials and establish low cost manufaciuring.

(2) Development Milestones
. FY 1991, 2.5 KW/cm2 peak monolithis diode array.

. FY 1992, 1W CW, single frequency, diode device with diffraction-
limited, collimated output

. FY 1993 S50W visible~wavelength diode arrays developed.
Demonstrate SW diffraction-limited, single frequency device

. FY 1994, develop 200 Hertz/500 milli-Joule green-blue laser
device. Demonsirate tunable frequency conversion in mid-IR band

. FY 1996, demonstrate doubled dicde at 1 Joule in blue band,
develop high power solid state tunable laser source.

. FY 1997, demonstrate IR countermeasures brassboard.
Demonstrate SOW diffraction-limited output from a semiconductor
laser system.

b. Fiber Optics
{1)  Objectives

To increase gyro accuracy, increase local area networks signal throughput, demonstrate
fiber-optic sensor in acoustic applications, and obtain high bandwidth capability.

) Development Milestones
. FY 1992, demonstrate 100 GHz fiber optic waveguide modulator.

® FY 1995, demonstrate ultra low loss single mode fiber (< 0.01
db/km loss).

. FY %996, demonstrate high strength fiber optics fiber (0.5 m with 300
kpst).




¢ Optical Signal/Data Processing Technology
(1) Objective

To obtain orders—of-magnitude improvement in signal processing speed as a result of
high speed optical devices.

(2) Development Milestones

. FY 1993 demonstrate phase—oniy correlator.

. FY 1997dernonstrate optically—driven 10%-pixel spatial light
modulator.

d. Integrated Optics Technology
(1)  Objective

To provide high-speed, reliable interfaces between electronic and photonic
components.

(2) Development Milestones

. FY 1992, gradient index optics demonstration.
. FY 1993, holographic optics demonstratioin.

. FY 1994, monolithic integrated optical preamp.
. FY 1995, binary optics demonstration.

2. Technology Objectives
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Teciinology Objectives ~ Photorics

Tecimical frea Dy 1668 By 2601 By 2006
Secure * Limitedh-intruaion ow.alsﬁm ® 10 Git/sec LAN
Communications datection without encyption o 50 o cations without
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@ 2 Ghivsec Loval Aroa Network » 5 Ghit/soc LAN
{LAN; o 10 GHz bandwidth uidersea
@ 20 GHz bandwidth undsizsa cable
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3. Resources
S&T funding® for this critical technology is shown below.

Funding — Photonics ($M)

FY87—91’ Fyae FY33 F{93 FY9s FY96 | FYGT
710 188 190 180 179 180 173

4. Utilizing the Technelogy

A number of other ongoing DoD activities zre related to exploiting photonics
technology. The Navy is pursuing a diode-laser/solid-state laser approach to underwater
applications including submarine laser communications, tactical airborne laser
communications, and mine detection and bath?rme . The Air Force is sponsoring work on
lasercom sateilite~satellite crosslinks which will be able to operate at high data rates and will
be smaller than their RF alternatives. In addition, DoD is developing diode-pumped lasers
for jamming and/or damaging sensors.

Ali of these applications require higher laser power and/or efficiency than is currently
available. The three- to fourfold increase in each parameter with laser diode pumping
directly results in increased performance but with a lower expected maintenance burden.
Much of the technological infrastructure for field deployment of diode~pumped solid state
lasers such as power supplies, coclers, and coupling optics is being developed on these
programs.

DoE efforts are underway to use laser diode arrays for high-power trigger signal
generation, power transmission via an all-optical interface, optical switching of high-power
electrical pulses, direct optical detonation, range and imaging laser radar systems, and optical
correlation. Further, advanced optical guided-wave electro-optic devices, very stable laser
sources, and advances in multi-channel optical detectors (streak cameras) are enabling the
development of sophisticated high-bandwidth, high-fidelity, real-time analog data links for
instrumentation in the nuclear test environment.

D, LEVERAGING INDUSTRIAL BASE CTAPABILITIES

1. Current Industrial Capabilities

‘U.S. manufacturing capabilities in photonics can best be assessed by considering the
following ihree application areas.

a. Fiker Optics

The $100 billion annual market in photonics is primarily in commercial applications,
and the key product in this area is fiber—optic cable. While U.S. industry is reeting market
demands, current manufactured products do not meet all of the DoD requirements for

6 Funding is derived from g{ograms in the DoD budget. Most prograims involve several technologies. It there-
fore becomes a matter of judgement how many dollars to count toward which technclogy. The funding pres-

ented here and throughout this report, for each critical technology, is of the right order of magnitude but isnot
to be construed as a vrecise budgetary quantity




ruggedness over temperature range and higher performance (bandwidth, loss). Currenily
DoD-unique manufactuning technology programs are developing production processes for
fiber -optic techuology applications to secure telecommurnications and tethered missiles,
orpedoes, and ground vehicles.

Fiber optic sensors arc the major commercial product in this area, and the current
market is about 85 billion annually, Component quality and reliability (i.e., super luminescent
diodes/iaser diodes) are currently provided by foreign sources. They require long lead times
and are very costly. Exiensive commercial R&D is underway,

b. Optical Signal/Daia Processing

Approximately half of the demand for photonics in information processing is for
commercial applications. Optics technology is utilized in digital input/ouiput inter-
connections.

The information storage market is sill dominated by magnetic discstorage. However,
present manufacturing capability for optical standard discs is 5.25 inches, one of three types of
optical discs currently being manufactured (others are erasable optical and write once read
many times (WORMj}). US. industty irails Japanese in cost and quality of current
manufactured optical discs. Overali growth rates of more than 15 percent per year are
predicted in the optical storage and display industry during the next 3 years,

e. Integeated Optics

Although the science and technology of integrated optics is over two decades old,
there are few devices on the market or embedded in commerciaily available systems.
Integrated optical packaging of a number of monclithic optical devices has been
demonstratecf In addition, many diffcrent maierials have been used including glasses,
photoresist, polyurethane, sputtered dielectrics, and single crystals. The most commonly used
materials are semiconductor gallium arsenide, and the electro-opiical crystal {titanium
doped) lithium niobate. The laiter is popular as a result of iis large electro-optic effect
whereas gallium arsenide may also be used to fabricate transistors, photodetectors, and other
n;icroe!e_ctronic devices, thus providing a bridge between integrated optics and integrated
electronics.

2. Projected Industrial Capabilities

The U.S. industrial base gencrally is not expanding its technology emphasis because of
limited market demand. However, lasers (laser jamming systems, etc.), optical gyros (several
comipanies are testing preproduction fiber gyros), fiber optic connections, and newer
appreaches to information processing should receive manufacturing technology funding to
address producibility issues. Ultra low-loss fiber optics will require new manufacturing
processes to remove impurities. Other contemporary DoD manufacturing technology
snvestments supporting and utilizing this critical technology are aimed at reducing the costs of
fiber-optically controlled missile components. In addition, though not considered a true part
of photonics, the DoD has an optics thrust program and has established a new Center for
Optics Manufacturing to develop new manutacturing capabilities for certain types of optical
glass and improve the domestic competitiveness of the optics industry. SDIO has also funded
a survivable optics manufacturing deveiopment and integration (to develop advanced optics
production capabulities).




Tue menufacture of high~power diode arrays is a very specialized technology due to
citical requirements for device growth, processing, and . unting. These devices are
fabricated from gallium arsenide (GaAs), and littie sper lized mguipment for velume
processing is currently available. In addition, the fabrication of divde lasers requires mirror
fabrication equipment. Current technology for the fabrication of diode arrays is labor
intensive, but efforts are underway (o reduce unit cost for incoherent arrays through volume
production and standardization.

The use of some solid state laser materials is impeded by the lack of high quality crystal
growth in industry, Nd:YAG crystals are limited in useful diameter to about 2.5 cm; other
erysials are not readily available. Certain non~linear materials are in short supply; LiB3Os is
oitained from China, €nGeP; is currently available only in the USSR,

The deveiopment of advanced optoelectronic integrated circuits will require
significant strengthening of this couniry’s industrial base in compound semicondv - ..
manufactering. Only a limited number of commercial companies are capabl- o
manufacturing devices.

E. RELATED R&D iN THE UNITED STATES
1. R&D in Other Agencies

Anumber of government agencies besides Do) support R&D in photonics. DoE has
contributed in several areas: computer modeling of laser diode array devices and cooling.
Extensive numerical codes are now available to perform predictive modeling on both surface
and edge emitting laser diode arrays. These codes provide a powerful research tool for testing
new concepts and designs prior to experimental implementation. DoE’s laser program has
also fecused on issues of heat removal and on providing innovative designs for mounting high
power laser devices for optical pumping of solid state lasers. These designs are targeted
toward fusion and isotope separation programs. Visible upconversion lasers suitable for
diode pumping with cutputs at high frequency have been demonstrated.

Diode ar.. ; development in the national laboratories is concentrated on the
deveiopment and quelitication of arrays for weapon applications plus fundamental research
aimed at understanding the coupling and phasing of the individual diodes in an array. This
work has also included the development of edge and surface emitting coherent arrays with
advanced features such as on-chip injection locking for control and beam steering.
Pioneering work in strained quantum-~well lasers offers lower thresholds, greater bandwidth,
and a wider choice of lasing wavelengths for excitation of efficient fiber-optic amplifiers.

NASA has R&D programs in optical communications, optoelectronic integrated
circuits, optical correlation for automatic cbject recognition, and solid-state lasers for lidar
apptications. The research programs in solid-state lasers are conducted at the NASA Langley
Research Center and the Goddard Space Flight Center (GSFC). Optoelectronic technology
develrpment is done at the Jet Propulsion Laboratory using state~of-the-art tacilities in
microelectronics fabrication in the Micro Devices Laboratory. Optical communications
reseaich is carried ovt at JPL and GSFC. Advanced research in optical correlation for pattern
recognition in almost any orientation is carried out at the Ames Research Center.

NIST has several optoelect: anics programs: developing a measurements and
standards base to support optical telecommunications, encompassing the characteristics of
optical fibers, integrated optical waveguide devices, sources, modulators, and detectors;
providing standards and measurement services for radiometry; researching optical materials;




developing optical sensors; developing ultra-stable lasers and their application to
spectroscopy; and develop’ .¢ optical frequency standards.

NSF supports research on optical materials; optic and electro-optic devices; and
optical systems synthesis. Support is provided through ongoing programs ir materials
research, physics, computer and information sciences, and engineering. In addition, NSF
funds two centers with reszarch related to photonics. The Optoelectronic Computing Sysiems
Center focuses on expansion of the intellectual foundations of optoelectronic systerns and
devices. and on the discovery and demonstration of new knowledge using proof-of-principle
machines. The Center for Telecommunications Research inciudes a research thrust on
fundamenta's of lightwave devices.

2. R&D in the Private Sector

Extensive domestic industrial R&D efforts in ghotonics technology are underway,
particularly in the telecommunications industry, Fiber-optics are essential to the
telecommunications industry, and fiber sensors are being employed in medical, process
control, and safety monitoring applications, to name a few.

US research in single mode fiber—optic systems is driven by an ever increasing demand
for bandwidth. For example, in high-definition television, even with data compression, data
transfer rates of 135 Mb/sec may be needed. A number of experimental projects are underway to
introduce fiber optics o provide commercial information and television service to homes. One
of these wiil provide the initial test of microwave frequency (2 Gb/s) subcarrier multiplexing.

Because of the potential for space-based lasers with these approaches or with the
closely related diode-pumped solid-state laser approaches, a number of defense companies
are sponsoring IR&D projects in diode lasers, which complement the government
investments.

Several universitics have established consortia with industry and/or government
partners {0 pursue work in optical computing, including the Optical Circuitry Cooperative at
the University of Arizona’s Optical Sciences Center, the University of Southern California’s
National Center for Integrated Photonics Technclogy, the University of Alabama at
Huntsville's Center for Applied Optics, and the Center for Optoelectronic Computing
Systems at the University of Colorado. Several universities, notably the University of lifinois
and the University of New Mexico, have made excellent progress in high efficiency, quantum
well laser devices. In addition, a number of umniversities have excellent programs in
optoclectronics including the fabrication and study of 1-D diode arrays. These include
Calitornia Institute of Technology, University of Illinois, University of California at Santa
Barb?ra, University of New Mexico, Cornell University, and the University of North
Carolina.

[ INTERNATIONAL ASSESSMENTS

1. Technology and Industiial Base

Ongoing research and development in the following areas indicate a potential
capability to contribute to meeting the challenges and goals identified:

. Ultra low-loss (less than 0.01 db/km) fibers

. Research in bistable devices and other specific components




° Increased volume production of high-power laser diode arrays
e Development of optical interconnects, including fiber-optic

backpianes
. Greater than 2 Gbit/sec local area neiworks
. Radiation-hardened components
. Application of fiber-optics to improved ineriial sensors.

The table on the following aﬁe provides a summary comparison of U.S. and other
nations for selected key aspects of the technology. The United States and Japan share a
worldwide lead in this technology. NATO allies have significant efforts that, in aggregate,
have the potential to rival either the United States or Japan. The cornmercial and military
potential of photonics is such that most of the industrialized countries of the worid are making
a significant national commitment to develop photonics.

a. General

Principal cooperative opportunities continue to exist with the European countries and
Japan, especially in applications of compound semiconductor superlattices and organic
noalinear optical materials. Cooperative opportunities also exist with many of these countries
in niche technologies relating to associated components required to fully exploit low-loss
fiber capabilities and to exploit fiber optics technology in harsh environments.

NATO activity involves government, industry, and universitics. The combined
Euromarket planned for 1992 is expected to promote the integration of current effects in
Europe on photonics, including advanced optoelectronic technology, quantum wells and
superlattices, materials, focal plane arrays, optical interconnection, and switching, as well as
on the application of these technologies to remote sensing, imaging, and industrial processes.
Frzéné:e’s revious dominance in the area of photonics will be shared with the UK, Germany,
and Sweden.

Other countries with significant development efforts in photonics include Switzerland,
the Netherlands, Israe!, Chiua, Singapore, and Korea.

b. Fiber Optics

Japan leads the world in transferring R&D in fiber optic technologies to various
commercial applications and has manufactured considerable amounts of low~loss fiber optics
and the ancillary photonic devices needed to use them effectively. Researchers at Konica
Corporation have developed a phenol derivative material which can convert low frequency
infrared laser light into high-frequency visible light; one projected application isused in fiber
optics. Keio University has created graded-index optical fibers of methyl methacrylate~vinyl
benzoate copolymer which have low loss ard high bandwidth. The UK, France, and Germany
also have technically advanced efforts in fiber optics. These countries can all produce
low-loss optical fibers but may have difficulty in producing the fibers in large quantities.

Development of high-speed optical interconnects is vital to reducing bottlenecks in
fiber optic communication systems and to constructing viable optical computers. Siemens AG
in Germany is stvdying laser diodes with single~mode fiber couplers. The Australian National
University is investigating transmission characteristics of a nonlinear coherent couple
composed of anisotropic fibers. A fiber optic communiiy newsletter announced that a
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manufacturing firm in the UK has discussed development of rugged cnvironiment fiber-optic
connectors. -

e Laser Diodes and Arrays

The United States hasa lead in the area of laser diode array technology. An example of
this lead is Xerox Palo Alto Research Center’s multiple-wavelength diode laser superarray
demonstrated in April 1990, Varian announced in August that it has developed a GaAs
semiconductor power receiver which converts light from a laser diode transmitted via fiber
optic cable into electrical power. Use of narrow linewidth diode Iasers and tunable solid-state
laser sources has allowed U.S. researchers to optimize solid-state laser compositions for
diode pumping. The Scviet Union lags in this area, largely due to the lack of vapor phase

owth technology, which is essential for obtaining h%%n quality material for the fabrication of

ow-threshold, high-efficiency laser diode arrays. The Soviet Union also trails the United

States in the modeling of arrays. A recent Soviet study published in Radiotekhnika concerns
the effect of power supply on the radio-frequency noise spectra of laser diodes.

Furukawa Electric Company, Ltd. has been researching facet coating of laser diodes
and has announced the reduction of threshold current and ezhancement of characteristic
te:gperature in GalnAsP multiple-quantum-well laser diodes. NEC Corporation has

erformed experiments on spectral linewidth in multiple-quantum-weil distributed feedback
aser diodes, NEC has also demonstrated a photonic wavelength division switching system
using tunable laser diode filters.

France, the UK, Germany, and Sweden all are actively researching laser diodes and
they (and Switzeriand? are active in the field of quantum wells and superlattices for optical
and integrated optical devices. For example, scientists at the University of Southampton in
the UK have worked with sequential power transfer between stn'ﬁes of a diode laser array
through photorefractive two-wave mixing in BaTiO?. Siemens AG has been performing yield
analyses of distributed-feedback, metai-ciad, ridge waveguide laser diodes for coherent
system applications. CNET is a leading French laboratory working with laser diodes; one
recent study was the calculation of antireflection coatings on semiconductor laser diode
optical amplifiers.

The People’s Republic of China also has fostered scientific work in laser diodes and
quantum wells. Jilin University has fabricated a new type of surface emitting semiconductor
laser diode. Hangzhou Institute of Electronic Engineering has demonstrated the bistability of
a bistable laser diode integrated monolithically with a photodetector.* The PRC is also
pioneering development of novel, non-linear optical materials.

d. High-Speed Networks with Fiber Optic Backplane

A number of companies, including AT&T, Rockwell, other U.S. companies, and
Japan’s NEC, have announced plans to market synchronous optical networks. One U.S.
company, Fhotonics Corporation, is currently marketing a local area network with a different
photonic approach -~ the connection is through IR emitters and sensors rather than through
fiber~optic cable.

e. High-Speed, Low-Energy Optical Switciies

The U.S. is well on the way to commercial prodw..don of photonic switching technology.
AT&T announced optical switching marketing plans with a (maximum) 5 year goal. However,
AT&T faces stiff competition in the fieid from Japan and Germany. In March 1990, Japanese
researchers at NTT Transmission Systems Laboratories announced the development of




ali-opticai ultrafast nonlinear switching using the Kerr effect in optical fibers. At the same
time, scientists at Hitachi Ltd. announced an INP-based optical switch module operatin
through carrier-induced refractive index change which is to contribute to the development o
practical optical switch arrays. In April, NTT proposed an oblique-polishing tilted-couplin
method for suppression of feedback light in laser diodes and waveguides. in May 1990,
reported the achievement of an ultrafast, lowpower, highly stable ali-optical switch in a
non-linear Sagnac interferometer. The Phys.~ Tech. Bundesanstalt in Germany has
announced findings in bistability and optical switching of spatial patterns in a helium-neon
laser oscillating in the TEMO1 hybrid optical resonator mode. France, the UK, Denmark and
Sweden also have much active research in bistable and high~speed optical switching.
Heriot~Watt University in Edinburgh has researched the effect of pixelation on the switching
speeds of InSb bistable elements. Pixelation may reduce cross talk or power requirementsin
optically bistable devices. Odense University in Denmark has performed studies of
high~speed optical switching in CdSe. The USSR is also actively pursuing this technokzl%y
area. The Academy of Sciences of the USSR published a study on spatial restructuring of the
character of optical switching in a bistable semiconductor interferometer. Kalinin
Polytechnic Institute scientists researched the dyramics of switching processed in bistable
systems with delayed feedback.

f. High~Performance Spatial Light Medulators

The United States has been working on developing high-performance spatial light
modulators for several years. Lockheed is attempting to develop a spatial light modulator for
use in an optical computer. Thomson-CSF in France has developed a low-loss and
low-~drive-voltage electro-optical phase modulator at 1-.6 micrometers. British Telecom has
worked on a two-dimensional array of InGaAs/InP multiple-quantum-~well modulators.
Academia Sinica in the PRC has presented a study on GaAs/GaAlAs single quanturn well
electrosorption and light modulation.

Although the DCTP interest in this field is in the development of more sophisticated
spatial light modulators, a number of scientists have been experimenting with applications of
spatial light modulators in other areas of photonics. AT&T believes that spatial light
modulators hold the key to advances in optical computers and photonic switches. Japan
(University of Tokyo and Hamamatsu Photonics) uses spatial light modulators for learning
capabilities in optical associative memory devices. The Technionlsrael Institute of
Technology is using spatial light modulator technology and iterative learning procedures to
generate holograms.

g Opticai Signal/Data Processing

Japan is pursuing research and development in all areas of optical processing, with
government, industry, and universities all heavily involved. The key government participant is
the Ministry of International Trade and Industry (MITI). Most of the large electronics
companies in Japan have made a commitment to this effort. A special trade organization, the
Opto-Electronic Industry and Technology Development Association, was foundedin 1980 to
coordinate industrial activity, foster cooperation, and encourage standardization.
Universities in Japan are performing much of the basic materiali- research on which the
technology development is so dependent. In 1984, the Japan Society of Applied Physics
established a research body calied the Optical Computer Group, which illustrates how
seriously Japan is taking the field of optical computing. The group has members from
universities, government laboratories, and private companies.




Basic research is being carried out in France, the UK, Germany, and Sweden with
complex GaAs/GaAlAs and InGaAs/P structures. Singapore has named laser technology and
electro--optics as one of its arcas of interest for a high-technology R&D push.

h. Integrated Optics

The United States is the leading research presence in integrated optics, in part due to
the efforts by AT&T and other communications concerns. The other major performers are
the United Kingdom, Japan, and Western Europe. There are indications that future Japanese
effort may be increasing if not already accelerated.

i Radiation/Environment Hardened Photonic Devices

A number of U.S. government laboratories including the U.8. Air Force Weapons
Laboratory and the U.S. Naval Research Laboratory are researching and measuring
radiation-induced attenuation in optical fibers. This may lead to methods of counteracting
the radiation effects, Varian announced that its manufacturing technique for the GaAs
semiconductor (optical) power receiver can be mass produced and used for sensors in nuclear
weapons testing and harsh chemical environments. As noted in a UK fiber optic community
newsletter, one manufacturer in the UK is interested in developing a rugged fiber optic
connector. The Technical University of Lublin in Poland is working on the problem of fatigue
in optical fibers working in dynamic robotic systems.

J Optical Sensors

Although there is interest in rugged photonic devices, the British (University of
Southampton, University of Strathclyde, Pirelli Gen. Plc.) are interested in very sensitive
photonic devices as well. They hope to develop fiber-optic sensors sensitive enough to
measure minute amounts of breakage, temperature, pressure, magnetic fields, vibrations,
and chemical composition. The Japanese Institute of Industrial Science has developed an
optical sensor for determination and menitoring of gas components at temperatures of more
than 1000°C. The French have developed a fiber-optic current sensor using the Faraday
magneto-optic effect in a monomode fiber. Canada’s Ecole Polytechnique de Montreal hag
experimented with nematic liquid crystal clad tapered fiber optic temperature sensors. Iialy's
research in fiber optic sensors includes an optical sensor for the control of high power laser
welding. The Huazhong University of Science and Technology in the PRC is working on signal
processing of a fiber optic current sensor. The Academy of Sciences of Uzbek SSR in the
USSR is concerned with fiber-optic interferometer temperature sensors.

k. Optical Computing

One of the largest optical computing programs in Europe, the European Joint Optical
Bistability Project, involves eight universities and institutes in the UK, Belgium, Germany, Italy,
and France. In France, research is being conducted on liquid-crystal light components at the
University of Paris (Orsay). Thompson~CSF also is pursuing a major effort on optical processing.
In West Germany, Erlangen University is investigating parallel logic, optical cross-bar switches,
spatial filtering, and logical operations using polarized light. The University of Duisberg has built
a very fast optical multiplier and broadcast bus, which wiil support communications between
modules in a computer. The Fraunhofer Institute has developed an optical local area network.

The German company, Siemens, has announced a method of employing ordinary
transistors as light detectors in optical computing systems, Because transistors are already
part of the chips in computer systems, they report it is much simpler to employ the
photodetection properties of the transistors than to use special light detector devices. Use of
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this method offers a substantial reduction in circuit signal-delay, although it is not well suited
to long distance signal transmission.

Japan is pursuing research and development in all aveas of optical processing, with

overnment, industry, and universities ali heavily involved. A special trade organization, the

to-electronic Industry and Techrology Development Association was fouaded in 1980 {o
coordinate industrial activity, foster cooperation, and encourage standardization.

A number Jf countries are actively pursuing related topics. In 1988, the Japanese
gFug)itsu) demonstrated the first broadband optical integrated services digital network
ISDN). NEC has demonstrated an experimental opioelectronic receiver, using reported
development of high-mismatch epitaxy of GaAs and InP, capabie of 2-GB/second
modulation rates. A number of Japanese firms and British Telecom are pursuing coberent
communicaticn techniques that are advertised as having near-term potential to extend
transmission capabilitics to 4-GB/second. if realized, these capabilities would be i rnificant
advances. The UK is also researching special fibers (high-birefnngence,
polarization-preserving) for sensor applications.

2. Exchange Agreements

There is a significant level of exchange activity in all areas of photornics, includin
integrated optics, optical materials, fiber-optics, and related components. The NAT
Defense Research Group (DRG) programs in physics and electronics and optical and IR
technologies provide mechanisms for exchange of fundamental scientific information. The
Technology Cooperation Program (TTCP) sponsors a group focused on the military
application of optical fibers and components. TTCP also provides a rmechanism for exchange
of information on basic materials and specific applications. Each of the Services also has
exchanges, which cover a spectrum of activities ranging from basic research in optical science
with France and the UK, appiication of the technology to optical processing (principally with
France), and a program with Germany for specific application of the iechnology to thie
integration of main batile tank electrical, electronic, and optronic systems.







7. SENSITIVE RADAR

A.  DESCRIPTION OF TECHNOLOGY

Continued reduction in targes observables will significantly reduce the effective range
of existing U.S. surveillance, iracking, target classification, and weapon guidance systems.
Radars will continue as a primaty sensor since they provide an all-weather capability and do
not rely on threat emissions. Sensitive radars (such as wideband radar, synthetic aperture
radar, bistatic radar, laser radar, and advanced over-the-horizon (O radar) will be
required to handie future advanced low observable threats and to provide needed ECCM
capability. Furthermore, the enormous advances in distributed digital computation and
sigral processing, when integrated with radar technology and not just following it, can
enhance our ability to detect, classify, and attack targets.

Increasing radar sensitivity creates some significant technical obstacles. First,
increased sensitivity will require development of frequency generators with increased
stability, systems with increased processing gain, and receivers and analog-to-digital
converters with wider dynamic ranges. Improvements in signal processing are needed to take
advantage of enhanced radar sensitivities. Secondly, increased sensitivity makes our systems
more vulnerable to enemy exploitation and interference by unwanted objects (e.g., birds) and

henomena. Resistance o electronic countermeasures (ECM) and anti~radiation missiles
?ARM) nust be improved. Additionally, we must minimize the potential for mutual
interference of our own radars and RF devices in the compiex battiefield environment.
Improvements in specirum management and antenna directivity are required, along with
attention to the interaction of tecﬁm‘cal requirements and low-level clutter environments,

Technology Sets in Sensitive Radar

s Advanced monostatic radar

« Multistatic radar

» Radars for non-cooperative target recognition and aided/automatic target recognition
e Phased array radar

e Laser radar

¢ Elcctronic Counter Counter Measures (ECCM)

The indicated advances in conventional monostatic radar technology are needed to
counter the reduced observatle threat, although they may not be adequate. Radar cross
section is frequency dependent and is often most difficult to suppress at relatively low
frequency. Radar using a relatively low frequency will aced to use a broad fractional
bandwidth to maintain good range resolution and rejection of clutter. A radar using a wider
frequency spectruin is more likely to employ the frequency at which the radar return is
greatest.

Multistatic radar, where the transmitter and receiver are separated by a significant
distance, provide another method to counter low observables. Low radar cross section targets
may deflect the radar signal with highier power at multistatic ang'es than the forward scattered
monostatic reflection. Technological issues include coordinating the timing of transmitters
and receivers, and mzintaining the bistatic angle.




Real-time, positive identification of targets is crucial in today’s operations, however,
decreasing target observability and increasing battlefield complexity is making target
identification more difficuli. The enemy’s use of countermeasures to avoid identification, and
presence of non-radiating (possibly neutral) intruders further compound the target
designation problem. Technologies for non-cooperative target recognition (NCTR) and
automatic target recogniticn (A’%IR) include imaging and target/radar sigual interaction, and
may require the use of other sensors (e.g., infrared and acoustic).

Phased array radars use an electronically steered array of transmit/receive elements.
They are inherently more reliable and flexible than reflector radar systems which scan
mechanicaily. Phased arrays are being deployed today; however, technology to increase
power/aperture products, adapt conformal phased arrays to a variety of applications, and
reduce weight and volume is needed. Advanced phase arrays can provide needed immunity to
jamming and can serve as powerful, flexible communication links to and from sensors and
weapons.

Coherent laser radars are optical wavelength analogs of microwave radars. They
provide advantages of bandwidth, physical size reduction é.g., in antennas), and higher
resolution. Laser radar will be used for euvironmental sensing and for target recognition. At ~
the same time, laser radars possess disadvantages that accrue from scattering and absorption
characteristics of the shorter wavelengths. These disadvantages result in attenuation of the
coherent laser radar beam and the manifestation of undesirable speckle patterns (arising
from target roughness and atmospheric turbulence); this speckle is subject to control to some
extent, by optimum processing.

B. PAYOFF

1. Impact on Future Weapon Systems
a. Weapon System Performance

Sensitive radar technology isa major factor in providing a vechnical edge to U.S. forces
by enhancing detection, localization, classification, identification, and tracking capabilities.
Radar sensor technology, at both RF and laser frequencies, will remain a major factor in
future warfare. It is crucial to develop techriques to counter ongoing threat efforts to reduce
the observable radar signatures of weapon platforms.

One method to counter the reduced radar cross section threat is to use a lower
frequency radar. Radar cross section reductions made through target shaping techniques
have less effect on racars operating at lower frequencies. Lower fre&uency radar signals can
also propagate over longer distances than at higher frequencies; they may also provide a
significant detection capabili?r beneath foliage; however, low frequency radars provide
insufficient tracking accuracy for weaporn:s control.

Multistatic radar also has some potential to counter low observables. Radar cross
section reducdon methods include shaping techniques to scatter the radar signal at angles
other than the forward, monostatic angle. A multistatic receiver under limited geometric
conditions could detect the target where a monostatic receiver might not. This separation
technique provides the added benefit of passively engaging the target while actively
illuminating it, as is the case with the Patriot missile or with simpler “semi-active” systems. In
addition, close coordination of two radars can have additional benefit in locating in both
cogrdinates with range accuracy, as opposed to the worse azimuth accuracy of monostatic
radar.




NCTR technology will reduce fratricide and the inadvertent killing of noncombatants.
ATR is needed for battle management and for smart, beyond-visual-range wea(})ons. Imagin g
techn?ues such as synthetic aperture radar (SAR) will be used for detection an
identification of camouflaged or foliage~concealed targets. SAR will also be used for air—and
space-based imaging of lower altitude and ground-based targets. Inverse synthetic aperture
radar (ISAR) will be used for ship classification. Ultra-high range resolution radar (UHRR)
will provide a significant aircraft identification capability. Millimeter wave (MMW) radar
imaging will be used in air defense and for fire-and~forget missile seekers. Continued
development of millimeter wave radar technclogy is critical for the Army with its array of
small diameter smart munitions and precision-guided munitions that impose severe form, fit,
funciion, and cost restraints on the seeker/sensor design and production.

Phased array radars inccrgorated into airframes, (e.g., RPVs and long-duration
aircraft), light satellites, ground vehicles, and ship hulis will reduce radar signatures, making
our systems more survivable, Additionally, scan patterns can be randomized to deter
countermeasures. In addition, due to the lack of mechanical parts, phased array radars
provide increased reliability and flexibility over conventional reflector radars. Phased arrays
can instantaneously dwell in a specified direction. A ghased array radar scanning a full 360
degree sector can adapt quickly to changing battlefield conditions and concenirate on a
specific target or area of high military interest.

Laser radars (Ladar) provide a highly accurate tracking and weapon control
capability. They can provide highly accurate aimpoint selection to enhance the lethality of
next generation smart weapons. Laser radar can also provide an important NCTR capability
through imaging and target/laser beam interaction phenomena. Helicopters can enhance
their survivability by using Ladar for obstacle avoidance. Blue-green laser radars will be used
for rapid, shallow-water minefield mapping in support of amphibious operations. Laser
radars will be used for remote environmental monitoring, including chemical agent or
persistent nuclear dust cloud detection.

b. Weapon System Logistics

Modular designs and the multiple active array elements will provide build-in
redundancy in new radar systems. As a result, these new radar architectures will result in
systems that rarely experience hard or single point fatlures. Instead, the systems will
experience gradual degradation of optimum performance as parts or modules fail.

New diagnostic approaches and capabilities will need to address operational needs of
systems which exhibit gradual performance degradation. These new approaches must be
developed in advance of system implementation so that the radar architectures may
incorporate diagnostic and repair features that are compatible with the new operational
maintenance requirements.




Goals and Payoffs —

Sensitive Radars

and ATR (MMW Ra-

identification

Sensor Type Goal Payolt
Advanced Monostat- | @ Counter 1,000-fokd reducticnin | & Provide capability to detect, track, and
lc Radar System threat observahilily advanced threals lnclucmg stealthy cruisp ites
%g“mp?“m Toch- 1 o Increase F system robustness and alroraf.
o lmprove operational performances in severs
. Z;wide surveillance ot o envlronments
¢ Allow passive weapon systems
engage threat liuminated by & improve resistance to countermaasuras
remcte source « Target does not know that | is under attack
e Continuous theater MTHHto keep track of ai! vehicles
Muitistatic Radar & {mprove registance to « Provide capabiiity to detact, rack, and engage
counternmaasures advanced threats inciuding stealthy crulse misslies
» Allow passive weapon systems 1o | 2 airoraft
engage threat iluminated by o Improvg operational perrormancs in severo
rermots source environinents
» Counter 1000-fold raduction in # Improva survivability
monostatic radar cross saction
Radars for NCTR ¢ Provide real-time positive hostile | » Reduce Fravicide

embedded on structures

« High power, narrow beam active
apanures

o Light, small, power efficient
radars

o Combine transmit, receive,
Huminate and communications
function

dar, UHRR and ¢ Enable development and amployiment of sinart,
3 Ahns AR)' ] * Detect and identify camoufizged heyond-visual-range weapons
or foliage-concealed targets s Impiove battie management capability and empioy
» {dentify strategic relocatable respons mora efiectively
targets
¢ Discriminate against
countermaasures
Phased Array Radar | e Activa conformal avays & Prrwvide capability to detect, track, and

engage
atvancad threats including s!eaﬁhy cuise missiles
and aircraft

* Improve operational performance in severe
snvironments

© improve survivability and reliability
« Reduce own: platform radar Cross s8cton
» Deployment of radars on light satellites, RPVS, etc.

Laser Radar {L.adar
ang Lidar)

e Accurate target tracking,
identification, and weapon
guidance

* Detect and identify camouflaged
or foliage-cuncealed targets

» Rapid minetilad mapping

& Real-time environmental
menitoring

« Provide capability to detect, track, and engage
advanced threats including stealthy cnulse missiles
and alrcraft

« improve survivability
& Enhance weapon lethality
@ improve waather forecasting capabilities

* Improve operaticnz! performanca | 3 se jere
environments

* Provide ramote, reai-tims detection of chemical
agents.

2. Potential Benefits to Industrial Base

a. Maonufacturing Infrastructure

Radars represent an industrial base in transition. Conventional radars are a

a well

established commodity for military systems, white sensitive radar techuologies are stil in




developmeni and do rot constitute a significant present~day market. Both the conventional
and sensitive radar markets are primarily driven by DoD; however, the Federal Aviation
Acministration does provide a gclicai market for radar products and there is a continuing
foreign military sales market. Although sensitive radar technology is primarily military, the
technologies can be quite useful in selected commercial endeavors. Sensitive radar
techniques will bs adapted to commercial airspace comnirol, coilision avoidance,
non~cooperative target identification, problems of clear air turbulence and wind shear,
weather forecasting, and possibly to counter narcotics trafficking.

Eye-safe, low-power laser radars are being investigated for a variety of commercial
applications, including robotics, automated manufacturing processes, and speed
determination (e.g., police radar). As the cost and availability of solid-state and injection
laser radars are improved, substantially broader usage is expecied and shorter wavelength
tunable laser radar possesses enormous potential for environmental monitoring, including
remote assessment of compliance. Use of tunable Ti:sapphire laser radar and high~speed
chemometric analysis of spectroscopic signatures can also play a major roie in the drug war
through the remote identification of chemical s uents associated with drug factories and the
remote location of marijuana fields by the muliispectral anelysis of reflectivity and
fluorescence signatures.

b. Logistics Infrastructure

Radar designs incorporating morules and small active array elemnents will permit
more field repair capabilities using remove-and-replace actions which will result in
infrastructure growth toward two levels of maintenance. These advancements will permit
greater systeis availability while reducing depot-level workloads.

C. S&T PROGRAMS

i. Summary Description of Plan for Technology Development
a. Advanced Mangpstatic Radar
Objectives

~ 'To develop advanced frequency generators, processing and radiating technology,
using increased operating bandwidth, advanced waveicrms and signal processing, and more
adaptive antenna designs.

(1} Wideband/Ultra—Wideband Radar

Conventional mnnostatic radar uses a co-located radio frequency transmitter and
receiver operating in the microwave/millimeter wave spectral region to detect, classify, and
track targets. Monostatic radar is the primary sensor technology used in land, air, naval, and
strategic warfare. Improvements in nyonostatic radar technology will address advanced, low
observable threats. Wideband/ultra-wideband radar (where the bandwidth is at least 50
percent of the center frequency) will help counter a reduction in threat radar cross sectiorn by
addressing the frequency dependent trade-otfs inherent in low observable design.

Development Milestones

’ FY 1991, Prelinnary wideband clutier characterization measure~
ments. Test wideband RF sources.




. FY 1992, Cued/supercued fire control radar demo.
. FY 1993, Advanced radar technology dernonstrations.

. FY 1994, Completion of ultra-wideband MTI/SAR technology
development.

S . FY 1997, Advanced radar waveform test.
‘ (2) Advanced Over-the~Horizon Radar (6~30 MHz)

" - Advanced Over-the-Horizon (AOTH) radar may prove useful against the strategic
s iow observable threat.

I evelopment Milestones

v ° . FY 1991, Complete concept design studies and preliminary clutter
T measurements.
. FY 1992, Conduct coherence experiments.

* FY 1995, Conduct AOTH tastbed experiments.
(3) Radar System Component Technology

Advances in radar system components (such as traveling wave tubes, MMIC modaules,
and high power, fast switching electronics) are needed to implement sensitive radar
technology improvements.

Development Milestones
@ FY 1992, Demonstrate 90 GHz fast wave © *+

5§ ® FY 1993, Dernonstrate 50-100W (peak’ G 'z pulsed power
NS transistor.

b. Mukistatic Razar Objectives

e Multi:tatic radar shows potential in countering . low observable threat.
Ry Coordination of distributed multistatic transmitters and receive ss must be addressed. Clutter
o and multistatic scattering off of the target need further charac: rization.

(1) Bistatic Guidance and Conformal Arrays
L Remote multistatic transmitters wiil allow missiles and aircra‘t to passively acquire
and destroy illuminated threat systems.
Development Milestones

® FY 1991. Con:luct bistatic air-to-air missile guidance .est against
fiyover .argets.

. Y 1995, Bistatic airborne conformal array advanc * technology
demonstration flight test.

(2) Bistatic Imaging Radars
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DoD is exploring bistatic imaging for target identification. As with other multistatic
radar applications, the receiving units rerain covert.
Development Milestones

. FY 1993, Conduct space shuttle experiment of bistatic imaging of
surface targets.

® FY 1996, Satellite-based bistatic SAR targeting demonstration
using NASAs SIR~C sensor.

(3) Tactical Multistatic Radars

_ Development efforts in tactical multistatic radars will emphasize ARM resistance, and
sapid and accurate target acquisition and tracking capabilities.

Developraent Milestones
® FY 1993, Demonstrate ARM resistant bistatic transmitter.

e FY 1994, Demonstrate three-dimensional bistatic acquisition and
track accuracies for the Advanced Target Acquisition Counterfire
System.

. FY 1995, Demonstrate bistatic adjunct for transition to Forward

Area Air Defense Masked Target Sensor.
c Radars for NCTR and ATR
Objective

Non-Cooperative Target Recognition (NCTR) technologies reduce frawicide. These
radars identify a target without the need for a cooperative question and answer ideniification
query. Identification is achieved through either imaging or target/radar interaction.
Automatic Target Recognition (ATR) radars provide target data needed by weapon system
processors for target determination. This information is input, either automatically or
through human interventicn, to a fire control system or smart weapon.

(1) MMY Radars

MMW radars, operating at 40 GHz or above, provide high resolution and smalt
antenna size. High resolution MMW radar imaging will be used for NCTR and ATR
particularly in air defense, land warfare, and smart weapen applications.

Development Milestones
® FY 1992, Demonstrate MMW beam sharpening techniques.
) FY 1993, Begin development of advanced MMW secker.

(2) UHRR Radar

. Ultra High Range Reselution (UHRR) radars emit a short pulse to obtain a range
image of the target.




Development Milestones

® FY 1992, Conduct intra~radar aircrafi signature fusion experiment
using stepped frequency UHRR waveform.

e FY 1993, Conduct automatic Radar Target Identification (ARTT)
field demonstration.

(3) SAR/ISAR

A Synthetic Aperture Radar (SARJ‘ is a high range resolution radar on a2 moving
platform. Platform motion is used to synthetically create a large, high resolution antenna
aperture. An Inverse Synthetic Aperture Radar (ISAR) applies the same éxinciples as SAR
except that target motion is used to synthesize antenna aperture instead of hosi platform
motion, Both SAR and ISAR use high resolution in range and cross range tc form target
images. SAR with full polarization capability can reduce specklc and aid target detection in

small pixels.
Development Milestones
° FY 1991, Ulira wideband SAR concept evaluation.

® FY 1993, Conduct automatic ship classification IT R demon-
stration.

. FY 1994, Conduct ultra wideband SAR testbed demonstration.

° Conduct camouflage/foliage concealed rarget detection SAR flight
- tesis. {Date is classified)

d. Phased Array Radar
Objective

To apply advanced, solid-state distributed active processing and emitter technology
and conforrmal design to mobile platform radar requirements.

Developmeni Miiestones

. FY 1992, Demonstrate 8-inch active array for integrated
guidance/fuse radar; complete development of wideband modules
tor airborne early warning radar array.

° FY 1993, Demonstrate feasibility of active side-looking array.

e FY 1994, Demonstrate ground-based radar and fiber-optic
subarray.

° FY 1995, Demonstrate conformal array airborne/RPV radar.

S FY 1996, Conduct special target Fhased array r}ada; field test {e.g.,
t or light satellite).

on an RPV long-duration aircra




e. Laser Radar
Objective

Laser radars (Ladar) will be used for target detection and tracking, imaging and
identification, navigation, and weapon guidanice and control. Laser induced detection and
ranging (Lidar) will be used for chemical effluent detection and environmental monitoring,
Control of the laser beam and wavelength must be improved. A better understanding of
laser/target interaction and laser propagstion phenomcna under various environmental
conditions must be gained,

Development Milestones

a. DoD is .developin% Ladar technology for target detection and
identification. Identification can be achieved through either imaging or
laser/target interaction,

. FY 1991, Conduct flight test of forward/down-looking Ladar for
camouflage/ foliage concealed target detection.

. FY 1993, Demonstrate Ladar for targeting of strategic relocatable
targets.

° FY 1994, Demonstrate target spectral/temporal/structural charac-
teristics identification; demonstrate advanced down-looking Ladar.

b. Imptoved laser beam and wavelength control will provide resistance to
countermeasures. DoD is developing tunable laser radars. Module arrays
will be used to create laser beams in a manner similar to phased array RF

radars.

. FY 1993, Conduct laboratory demonstration of multi~-dimensional
Ladar.

° FY 1995, Demonstrate rapid non-mechanically stcered beam agile
Ladar.

c. Laser radar provides increased accuracy for guidance and control.

o FY 1991, Conduct CO? laser radar fire control test.

. FY 1991, Assess air-to-air laser radar missile seeker. Demonstrate
compact helicopter Ladar for wire and obstacle detection and
avoidance.

d. Ladar will be used in coastal and shallow water areas due to the good

propagation of blue~green light through water.

. FY 1991, Advanced Mine Detection and Avoidance System
(AMDAS) Advanced Technology Demonstration.

e. Lidar is being develoi)ed for environmental monitoring including standoff
effluents through laser absorption.

detection of chemica




) FY 1992, Demonstrate tunable CO, Lidar for standoff chemical
ageni sensing; begin space-based Lidar experimert.

o FY 1993, Demonstrate wind and vibration sensing. Develop new
design Lidar for line-of-sight path characierzasion of turbulence
induced effects

. FY 1994, Demonstrate second generavion laser doppler wind
SENSOr.

2 Technology Objectives

Technology Objectives ~ Sensitive Radars

Technidcal Area By 1996 By 2001 Ey 2006
Acvanced Monosiatic » Multiband radar concept e Demonstrate # Demonstrate
Radar and Related dgiemonstration performance agalnst anti-stealth radlar
m o High dynamic range m?ed obsarvabla concepts

components
 Demonstrata snvironmermaj ¢ &T;‘mm
platform limiting factors confirmation
Multistatic Radar @ Multiple diverse illumirator s Moving platform o Darnonstrate
technology anti-steaith radar
e Multiple diverse
» Interferance rejeciion concepts | ilumination concepts
axpioltation
° ?amxstraﬂm of
tachnology
Radars for NCTR anci » Develop data bass and « Initiate FSED on NCTR § ¢ Damonstrats
ATR, (MMW, UHRR, algorithms for NCTR radar radar anti-stealth radar
SAR/ISAR) o Flald demonstration of 2-D) « Transition NCTR concepts
imaging racar algorithms to
operational user
Fhased Array Radar « Damonstrate conformal aray » Conformal array * Damonsirate
raclar sidelobe control anti~stealth radar
s Array/platform erwirsnment  Complex shaps concepts
determination conformal array
concept valldation
Laser Radar » Domonstrats laser radar, beam |« Demonstrats iadar for | ¢ Dsmonstrate compact

sleering

* Demonstrata tunabis iaser radar
for chemicatl and environimental
sensing

+ Damonstrate ladar for ostacie
avoidance and targsi detection

NCTR/ATR and briitiant
weapons

tacti=al laser radars




3. Resources
Total S&T funding’ for this critical technology is shown below.
Funding - Sensitive Radars ($M)

FY87-31 § FY 1892 | FY 1993 | FY 1994 | FY 1895 | FY 1688 | FY 1087

669 196 201 192 188 191 182

4. Vtilizing the Technology

DoD programs that presently utilize or may (in the near future) utilize emerging
sensitive radar technologies include the following:

¢ Obstacle Avoidance System (OASYS)--The objective is to provide
helicopters with a compact, light-weight, wire and obstacle
avoidance sensor to prevent accidenta! strikes, which cause losses of
equipment and persormel. '

. Air Defense Target IdentificationLaser vibration sensing is one of a
number of candidate technologies being investigated as candidate
approaches for noncooperative, positive identification of air targets.

. Infrared Lidar for Stand-Off Chemical Agent Sensing. An IR lidar
may be effective as a remote sensor for discriminating among
chemical agents.

. The Multiple Launch Rocket System Terminal Guidance Warhead
{(MLRS-TGW) and the RF Hellfire (Longbow) are fire-and-forget
millimeter wave radar systems which are not affected by rain, fog,
dust, smoke, and other battlefield obscurants. 3oth of these
programs will utilize components/devices developed by the
DARPA-sponsored Microwave Millimeter Wave Monolithic
Integrated Circuits (MIMIC) program.

. Forward arsa air defense.
. Advanced counter battery radar,
. Space~based wide area surveillance.

° NATO anti-air warfare system.
) RPV’s, long endurance aircraft, and light satellites

7 Funding is derived from programs in the Dol budget. Most programs involve several technologies. It, there-
fore, becomes a matter of judgment how mang dollars to count toward which technology. The funding pres-
ented here and throughout this report, for each critical technology, is of the right order of magnitude but 1s not
to be construed as a precisc budgetary quantity.
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D, LEVERAGING INDUSTRIAL BASE CAPABILITIES

i Current Industrial Capabilities

Phased array technology is being transferred into manufacturing, but application in
operational systems has been limited. The APQ-164 radar for the B-1Bis a phased array with
over 100 sysiems built. Manufacturing cagability received a great deal of atiention that is
currently being used ir advanced phased array programs. :

Advanced radar sensors currently under development generally employ a phased array
antenna. The antenna may be built from a large number of relatively low-power active
elements or from a smaller number of high-power radiation sources that provide power to
many transmit elements. The former techinique emgl(()%s solid-state transmit/receive (T/R)
modules and has been demonstrated in L, S, C, and X~band. L, S, and C-band modules are
available but need to be made smaller and lighter for space applications. X-band modules
have been designed, evaluated, and fabricated in several programs to date. The ATF Fro gram
has concentrated on manufacturing and cost reductions and is projecting costs of less than
$400 per module in volume production phases of the program.

Two areas of concern exist in the manufacture of phased-array antennas that depend
on a few high-power radiation sources: traveling wave tubes (TWTs) and ferrite phase
shifters. TW1% have high failure rates and frequantly re:%luire long leaa times to purchase.
Some TWT for use in military systems are now being c{)urc ased from Europe. In response to
the limited production capacity, DoD has initiated a DPA Title HII program to qualify
domestic vendors and encourage these suppliers to increase production beyond bench-scale
methods. The manufacturing base for ferrite phase shifters is also rather limited. In addition
to electronics manufaciuring issues, the dimensional tolerances specified for large phased
array antennas creaie a significant manufacturing problem. Finally, there are few facilitics to
test large phased-array antennas.

2, Projected Industrial Capabilities

A DoD menufacturing technology (MANTECH) project aimed at reducing the cost
and increasing the producibility of X-band transmit/receive gT/R) modules for airborne
applications is underway. This program addresses all aspects of the manufacturing process,
including test, and should make significant reductions in module cost. The DoD has similar
programs underway for L and C-band modules. These programs are crucial to the
development of the desired $200/moduie costs of next-generation systems.

DoD has recently awarded MANTECH contracts to investigate the manufacturing
cost and producibility of T/R modules. The program entails the design of a module for
manufacturability, use of new cost—effective materials, and innovative assembly and test
techniques. Emphasis is on siatistical process controt, modeling and simulation, automation
equipment technologies, and factory system integration.

Millimeter-wave technoiogy is sufficiently advanced to aliow fabrication of a radar, but
additional efforts are required to develop the manufacturing base. Though laser radars must still
be classified as R&ID systems, MANTECH programs are being planned and technology
applications are ready for transition to a manufacturing environment.

The MANTECH 94 GHz Millimeter Wave Transceiver program provides the first ste
insertion vehicle for the maturing MIMIC technology as MLRS-TGW transitions from researc
and development to full-scale production. The goal is to reduce the manufacturing cost of
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millimeter wave transceivers and to implement the cost savings improvements on the adopted
baseline MLRS-TGW program. High electron mobility transistor monolithic receiver
chips are planned for W-Band receivers, while C—developed heterojunction bipolar
transistor 3{8’1') chips are planned for use in the Frequency Agile Source (FAS) the
intermediate ﬁeqm receiver. This MANTECH task will also use technologr transfer
from an Air Force Modernization Incentive Program (IMIP) project to imp!sment hot
isostatic pressing technology to produce the millimeter wave transceiver ings. In addition,
this task will significantly increase fire support weapon system capabilities necessary for surge
and mobilization threats.

E.  RELATED R&D IN THE UNITED STATES

1. R&D in Other Agencies

Laser radars and associated technology are being developed by NASA for
atmospheric sensing and remote sensinF from space, by the Eavironmenta! Protection
Agency (EPA) and DoE for pollution and effluent monitoring, and by the Federal Aviation
Administration (FAA) for windshear detection and velocimetry. NASA is currently
developing laser remote sensing techniques using tunable laser sources. Picosecond laser
technology is also being developed for satellite~based imaging of topological features with
millimeter-scale resolution.

NIST has developed near-field antenna measurement techniques for the
characterization of high performance antennas including phased arrays, microstrip eletents,
and ultra Jow sidelobe antennas. Measurements are available from 1-60 GHz providing gain,
pattern, poiarization, and element excitation for arrays. Wideband pulse techniques are being
develqpled for antenna parameter and scattering measurements for microwave absorbing
materials. '

2. R&D in the Private Sector

_ Significant industrial R&D has occurred on high-efficiency diode laser pumping of
solid-state lasers. Synthetic aperture radar and multispectral sensors are being pursued for
commercial use in earth resource mapping.

University research efforts related to sensitive radars center on materials research,
electromagnetic propagation and phenomenology studies, and basic physics work. The many
independent efforts ongoing can contribute to specific sensitive radar programs.

E. INTERNATIONAL ASSESSMENT

1. Technology Base and Industriai Base

_Ongoing research and development in the following arcas indicate a potential
capability to contrivute to meeting the challenges and goals identified.

" Development of extremely wideband radar, wideband microwave
sources, and antennas

. Aciive element arrays, including conformal arrays
° Beam steering, application of coherent laser diodes, iaser radar
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. Development of improved techniques for microwave and
millimeter-wave radiometry.

In general, the United States is the world leader in all cis of sensitive radar
technology. The table below provides a summary comparison of U.S. efforts and those of
other nations for selecied key aspects of the technology.

The Soviet Union has maintained an active program in laser remote sensing for a
number of years. The Soviet approach to laser radar technology has been advanced and
innovative, encornpassing such concepts as noniinear laser radars based on conerent
antiStokes Raman spectroscopy and optical parametric oscillator technologies. Presentations

Soviet researchexs have even suggested the use of nonlinear photovefractive materiais for
high-resolution remote imaging. Even though Seviet thinkiag on laser radar technology
appears advanced, their relevant technology base is well behind current US capabilities.

The UK, France, and Germany report ongoing efforts in synthetic aperture radar and
inverse synthetic aperture radar technology, as well as basic programs in techniques for
distinguishing targets of interest in high-clutter environments. There is significant R&D on
coherent radars in the UK and in synthetic aperture radar imaging at the German Aerospace
Research and Development Center. British Aerospace has c%eveleped a sinart mortar
projectile based on sensitive radar techniques.

Both Japan and the UK have microwave device and subassembly technologies with the
ﬁotential to contribute to development of active element arrays. Recently, however, France
as demonstrated a state~of-the-art capability in advanced techniques for antenna testing,

The UK has a significant effort in laser radar technology; Canada, France, and
Germany also have strong ongoing programs. All of the major European countrics have small
grograms in the use of laser radars for remote sensing with Germany and Sweden currently

eing the most active, France and Germany are actively pursuing joint invesiigation of the use
of laser radar for helicopter detection and recognition.

Both France and Norway are studying the use of radar imaging techniques against
surface targets (ships, armor, etc.). Sweden appears to have a significant effort covering a wide
range of topics relating directly to NCTR. Of particular note is a program involving the
characterization of aircraft target features with a CO; laser radar.

Japan possesses a large data base of practical knowledge on laser radar capabilities for
remote sensing applications. The only area in which Japan has a clear disadvantage is in the
development of the high-power laser sources needed for long-range target imaging and
identification.

2. Exchange Agreements

Radar is the subject of a high level of exchange at all levels. The NATO Defense
Research Group (DRG) programs in long-range research for air defense and in electronic
warfare concepts and technology provide mechanisms for exchanges of fundamental
information relaiing to radar requirements and design. The prcgram ia physics and
electronics also provides a mechanism for supporting advances in meterials and components
critical to implementation of active conformal arrays. The Technology Cooperation Program
(TTCP) has a large number of radar-specific cxchanges that provide machanisms for
applicable exchange activities in gereric radar system design, signal processing, and radar
performance modeling, as well as in specific areas such as electronicaily agile radar, OTH
radars, and radar sensors for RPVs,
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Summary Coraparison — Sensitive Radar

microwave sources, and
antennas

Selactes »Elemems USSR NATO Allies Japan Qthers
Development of extremely :
wideband racer, wideband | [T T T Jo | [TTJo |[(IJo

Baam steering, application
of coherant laser diodes,
laser radar

1]

[TTio

LI o

£11e

Sweden

Active element anays
conformal antennas

.

1o

10

-

Position of other countries reiative 10 the United States:

CI T 1] broadtechnical achievement; allies capable of malor contributions

mgoderate technical capabllity with pessible teadership in some hiches of technoicgy;
allies capabile of important contributions

Overalle
? 1] LITTlo |[IT1do | [
Sweden

a While not predeminant in any kay aspect of this technology, Swaden
has reported some interesting ressarch in target characterization with
high-resolution laser radar.
5The overall evaluation is a subjective assessment of the average
standing of the technology in the nation (or nations} considered.

LEGEND:

LT

D lagging In ail Important aspecis; allies unlikely to contributa prior to 2000

generally lagging; ailles may be capabie of contributing in selected areas

Trend Indicetors — where significant or important capabilities exist (f.e., 2 or 4 blocks):

+ Foreign capabiiity increasing at a fasier rate than the United Siates
O Foreign capabllity increasing at a similgr rate 10 the United States

- Foreign capability incraasing at a slower rate than the United States




Each of the Services also has a number of exchanges with NATO and other friendly
nations in areas of specific interest. These provide a mechanism for general exchanﬁgsn in
radar, as well as in specific applications such as ground- and sateliite-battiefield surveillance
(including an exchange with Germany .n phased arrays). Examples of technology exchanges
include millimeter and microwave components (France), computational antenna design
techniques (Spain), and radar target characterization (UK). The Avmy and Israel are entering
into a cooperative development agreement for a counter artillery radar.




3. PASSIVE SENSORS




8. PASSIVE SENSORS

A.  DESCRIPTION OF TECHNOLOGY

Passive sensors (i.e., sensors that do not emit radiation in order to find targets, but
instead merely “listen” for them) will be increasingly important to counter future enemy
reductions in observable characteristics across many frequency bands. Passive sensors do not
divulge inforination about the host platform wiiich can be explcited by an eaemy. Stealthy
systems employ passive sensors to detect, track, and identify objects/targets while
maintaining their own coveriness. '

Technology Seis in Passive Sensors

-

Pussive seakers

Advanced thermal imagers/IR focal plane arrays
Infraved search and track sensars (IRST)

Sensor integration for targst acquisiion

Advanced passive antennas

Passive RF survalilance/elect:onic support measures
Pagslva acoustic: survaiilance

Fiber optic sensors

Supsarconduciing sensors
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Passive threat warning technology provides sirategic or tactical alert so that defensive
measures may be jaken. These systems include radar warning receivers, laser warning devices,
space-based electro-optic systems, and warning of passive electro~optic/infrared (EG/IR)
guided missiles. EOQ/IR is particularly challenging and crucial to maintain U.S. force
survivability as heat-seeking missiles proliferate. The Airborne Surveillance Testbed (AST,
formerly Airborne Optical Adjunct) provides a much needed platform for testing EO/IR
technology concepts along with atmospheric pheromenology effects.

Missiles guided by passive infrared seekers home on thermal encrgy emitted by the
target. Infrared seekers are needed for smart, weapons. Imaging seekers using infrared focal
plane arrays (IRFPA) allow target identification and optimal aim-point determination.
Higher resolution in a smaller volume is needed to support advanced missile systems. Seeker
cost reduction is vital to future weapon affordability.

Advanced thermal imagers use the infrared spectral region for surveillance,
acquisition, identification, and weapon guidance hermal imagers are necessary for night
operations and passive surveillance, but water  sor absorbs infrared energy. limiting
theymal imaging through clouds. Thermal imaging .. s be used to detect and identify some
reduced radar cross section targets, IRFPAs are critical components of most advanced passive
IR sensors. An IRFPA is an array of individual infrared detector cells. Each cell translates into
a sensor ﬁixel. Thermal imagers are either scanning with a rotating mirror focusing the
received thermal energy on a narrow(e.g., 1 or 2 by n) detector array, or staring using a larger

dimension array {€.g., 256 x 256). The operating temperature of an IRFPA is typically below
100 degrees kelvin, depending on detector material and desired wavelength sensitivity.
Improvements in cryocooler reliability, packaging, and efficiency are needed to support
future IRFPA applications. There is als0 a strong requirement for readout, analog, and cigital
electronics associated with the IR passive sensors to be cooled to eliminate the wire
connections.




Infrared search and track (IRST) technology will supplement or replace radar in uaiy
applications. IRSY has a covertness advantage over radar but, bke other infrared
technologies, IRCT nas limited capabulites through clouds. IRST sensors are also more
resistant 1o conventional elecironic corniermeasures (ECM),

Passive conformal arisys are matnices of RE receiver modules, mounted on or
embedded in a structure, so that the array shape conforms to the platform shape. Antenna
protrusion is minimized, which results in improved aerodynamics and a reduced radar cross -
section over conventional antennas.

Electronic Support Measures {(ESM) exploit threat radar and radio transmissicns.
Passive RF sensors are used for target detection, localization, and ideatification. ESM sersors
are often used in conjunction with other sensors, particularly radar, where ESM provides a
complementary passive capability.

Passive RF surveillance and targeting teciiniques provide an important adjunct to IR
and ESM in countering the small target threat in a compiex EW environment over a wide
surveillance area. Ihis passive sensor suite wili capiure and sort enemy emission over the
entire spectrum to enhance detection, track, and 1D. These passive sensors wiil interactively
complement sensitive rxdar capabilities via cucing and multisensor fusion to counier the
advanced threats as well as decreasing su. veillance systere valnerability through passive mode
© operations.

The integration of different sensor types or multiple wavelenpgth bands has a
synergistic effeci. Information gathered by one sensor is used to confirm a low observabie
actection on another. &n ingared sensor may be obscured, while 2 complementary
millimeter wave radar provides target acquisition. A two-color infrared seeker m2y be
applied etfeciively against multiple target types in a high RF countermeasurs environment.
The challenges in sensor integration include shared aperture design, optizal/RF window
development, and development of dual-band electro-optic detector array und diffractive
optics that conform to aerodynamic surfaces and provide wide area agpertures.

Acoustic atrays have long been used for submarine detcction, localization, and
targeting. As Soviet submarines reduce their radiated noise and quiet diesel electric
submarines proliterate throughout the world, more sensitive acoustic arrays become
increasingly important to U.S. maritime strategy. Acoustic (and seismic) arrays are also being
used for detection and identiication of aircraft, ground vehicles, and troop movements;
however, increased understanding of the propagation of acoustic signals 1s needed for
improved sensor performance prediction and acousiic path characterization.

Fiber optic sensor technology is being applied i1 a number of different sensor tvpes to
provide a low-loss, multi-channel. ECM procf, data link capability. Many improvements in
acoustic arrays use fiber optic technology. Fiber optic gyroscopes will improve inertial
guidance sysiems and reduce cost. Magnetic sensors also use fiber optics.

Superconductivity represents an emerging technology. Both high temperature and low
temperature superconauctors offer the potential for low noise, high sensitivity sensor
compaoaents. Superconductivity will be applisd to sensitive_infrared detectors and RF
receivers. Superconducting quantum interference devices (SQUID) will provide sensitive
magnetic anomaly detection for use in anti-submarine warfare.
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1. Impact on Future Weapon Systems
a. Weapon System Performance

Passive sensing is a critical adjunct to U.S. anti-stealth efforts. The effective
exploitation of passive sensors enhances U.S. system survivability even in high~threat nuclear
environments, Multi~band parsive electro-optical sensors can reduce the sensitivity of
existing sensors te environmental and target signature variations. Integrated sensor
approaches will allow for multiple functions and collection of multiple target signatures. Such
capabilities are not now ava.labie.

The Army, Air Forcs, and Navy have a requirement to reduce near-field front-end
signatures that interfere with the passive sensors of hypersonic missiles. Many of the
background effects caa be reduced by using diffractive optics mounted on the side surface of
the missiles, but not protruding into the shock flow field. Testing of this concept with
laboratory supersonic flow test facilities and missile~diffractive optic prototypes could
quickly validate the utility of diffractive optic/sensor devices in this system.

U.S. Navy control of surface and subsurface ocean areas has been put at risk by rapid
progress in submarine quieting and other submarine acoustic technologies. Advanced
acoustic sensors are needed to counter this thrcat and regain an advantage over quieter
submarines. A major effort exists in the development of large-aperture, high-gain passive
acoustic arrays 10 enable long-range detection of quieter submarines.

Fiber optic sensors also support major improvements in anti-submarine warfare
(ASWj surveillance as well as provide the basis for autonomous underwater vehicle guidance,
Future acoustic towed arrays trom surface ships and submarines requirc at least 10 times the
number of agoustic channels in either multi-fine or extra~icay arrays. Fiber optic acoustic
sensor atrays appear 1o offer the best approach for this application.

Fiber optic sensors embedded in structures will provide continuous coverage of
critical internal variables (like stress and temperature) to evaiiate structural performance.
Further, fiber optic gyros offer order-of- ~agnitude lower cost .'r weapon ancF autonomous
vehicle guidance. Fiber o4ic gyros are sma 1, all solid state with no moving parts, iugged, and
rcliable. An order—of-magnitude improvement in ac uracy over state-of-the-art gyros may
be possible with fiber gyros incorporating ultra low-loss fibers.

b. Weapon System Logistics

As indicated, all aspects of passive arra: - necc’ *~ be investigatec. Mew designs and
approaches will have significant nfluence 6 ¥ . diagnostc, repair, sparing, and
maintenance training needs. Future architecturc d imaintenance concepts need to be
designed, developed, and analyzed in parallef anc a logistics needs perspective.

Impr-oved passive sensor technologies will permit non~intrusive system performance
evaluation and health-mou:toring capabilities. Emerging passive sensor technologies have the
potential of improving diagrosiic capabilities and future systems availability. New technology
applications in weapon systems do not yet have the operational experience of existing
technologies. Passive sensor techniques can accelerate the capture of needed information,
permitting improvements in Jiagnostice reliability, maintainability, and performance. Examples
of new technology applications that will benefit from more experience include: specialized
composite and high-strength materials; high-performance engines; advanced VHSIC and
MIMIC modules; fauli- and battie-tolevant modular architectures; and interdependent
electronechanical and structural subs’stems such as smart skins.
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Goals and Payo{ls — Passive Sensors
Senzor fype Goal Payoft
EO/IR sensors » 100x more detectors per focal | e Enable passive sensor %pe:aﬁon with very
{including focal plana high resolution and good ECCM capabilities
plane amays) #Much greater producibiity {e.g., for use in ship air defense)
. « Crucial to overall U.S, edge in satellite
#High rasistance diode swveiliance (real-tima, high-tesolution
ecior arays for high capabil
sensitivity o pa I ity) | surval
on detector chips systems
e Nondestructive in-process
testing for affordabitity
Compact s Enable small high gain @ RF missile guldance systems that are effective
antennas antennas to operate at iower against stealthy targets
RF frequencies o Greater mobility
o LOWsr pfOﬂie e Steaith
sReduced size and weight
Superconducting | eLow-noise magnetic sensor L Exganded range for imagnetic detection of
Sansors submarines
Diffractive optlics/ { e Non-protiuding, look-ahead | »Reduce the shock plasma background
Sensors sensor systams signatures in passive missile sensors
Fiber optic @ UNra-sgns&i;ze a}co‘ustic, #» Extended detection range
Sensors magnetic, chemical, ” : ;
temperature, and other ® Is_gnwseg rfs:ost. light-weight, highily reliable
S8NSOrs
Multispectral 0Tect‘msiqules and database to | e Counter stealth and ECM
Sensors axpioft signatures across
specimm e Exploit full range of target observables
Sensar fusion & 10x improvement in tracking | » Greatly improved capability to engage targets
accuracy
o Effective {arget identification
Microwave e7actical images s Enable passive sensor operation at moderate
radicmetry resclutions in poar weather
Diagnostic & 10x less downtime & improved weapon system availe.. dy
sENSOIS

Passive sensors represent an enabling technology that facilitates improvements of
maintenance design quality over weapon system life cycles. Without the integrated
application of this technology in weapon systems, the maintenance quality

improvement rapidly stagiates as design and development energies are focused on the next
systems. Cnly major and obvious faults are detected and resolved. The much needed
diagnostic history data must be measured, communicated between maintenance levels, and
fed back to the design improvement process.




2. Potential Benefits to Industrial Base

a. Manufacturing Infrastructure

Passive, full spectrum earth imaging systems are being deployed for numerous
applicationsincluding: weather forecasting; oil and mineral exploration; crop heaith anaiysis;
and climatic research and analysis, The economicimpact of these imaging systems is expected
to be in the billions of dollars.

IR focal glane array technology development has focused on DoD applications.
Advanced focal plane arrays fulfill highly specialized tasks in industry, drug enforcement, fire
fighting, medicine, and comnerce but are not likely to be used in general applications, The
exception is PtSi, the basis for high performance sensors costing less than $3(§)K. Such sensors
can be used for process control, manufacturing, security, and medical diagnostic systems.
Development of low cost, uncooled IR detection technology, however, would greatly increase
the potential for commercial application.

Space-based IR imaging sensors have been successful in earth and space science
applications related to the envirenment and its changing nature. Information on pollutants
and their propagation, derived from these passive sensors, will greatly assist in improving and
maintaining the atmosphere and carth. Manufacturing efficiencies could alsoresult from such
data. A limiied market for commercial exploitation exists for sensors used for spacecraft
station keeping purposes, such as communication, weather sensing, and earth surveillance.

The availability of low cost, high efficiency IR sensor technology would find wide
application in in-3itu process monitoring and control. Potential applications could include
real-time temperature monitoring and control of highly temperature dependent materials,
refining applications and alloying processes: monitoring and contro! of temperatures during
metal machining, sintering, and composite curing operations; and real-time analysis of
chemical processes. Likewise, acoustic and seismic type sensors, already used in a variety of
manufacturing applications, will {ind significanily increased applications.

Underwater acoustic arrays have limited private sector applications generally limited
to off-shore oil exploration. Air propagated acoustic senscrs may be useful in noise
measurement apd abatement efforts by communities surrounding airports or major
construction zones.

Fiber optic diagnostic sensors can be used to assess system status and improve
reliability and 1maintainability in many industries. Temperature sensors supporting
huilt~in-tests can be used in automotive engines and most machines, Embedded fiber optic
sensors would be useful in monitoring structural integrity of aircraft, nuclear reactors,
manufacturiig equipment, and other systems subject to fatigue or corrosion.

Magnetic sensors have applications in medicine. Nuclear Magnetic Resonance (NMR)
imaging is a valuable diagnostic tool which stands to benefit from magnetic sensor
improvements.

The sonar t:ansducer/sensor industry has been an active part of the defense industrial
base for 50 years, and has been traditionally structured around defense and offshore oil
applications with a very minor sonar fishery aoplication. Lead zirconate titanate is the best
established material for source and ser-~r applications. The industrial base involved in
apnlications of this technology, however, has been steadily decreasing due to a shrinking base
of skilled manpower and procurement processes that effectively limit competition.




b. Logisties fufrastructure

Passive sensors in many forms are pervasive as diagnostic tools: high-temperature
electronic sensors on engines; room-témperature sensors in built-in-test equipment on
manufactured products; and providiny the “eyes” for robots on the factory flcor. The depot
environment wili reap substantial benefits from improvements in passive seasor technology in
terms of increased accuracy, greater availability, and reduced repair costs.

C. S&T PROGRAMS

1. Summary Description of Plan for Technology Development
a.  Passive Threat Warning
(1)  Objeciives

Improve passive threat warning sensors used to alert U.S. forces to imminent danger
such as incoming missiles, potential targeting by hostile fire control radars or laser
designators, or strategic attack. These technologies are intended to enhance national and
force survivability and enable effective use of countermeasures.

(2}  Deveiopraent Milestones

. In a manner analogous to radar warning receivers, laser warning
devices alert air and ground forces to the presence of a laser
rangefinder, radar, designator, or weapon and allow friendly forces
to take appropriate countermeasures. Demonstrate miniaturized
llagg:i warning sensor and fiber optic laser warning sensor in FY

L] Space-based, electro-optic and infrared sensors will provide
indications of strategic attack through booster and bomber
detection. Because of their use in strategic warfare, it is particularly
important for space-based, clectro-optic components to be
radiation hardened. Demonstrate radiation-hardened detector
subarrays for long wave (8-12 micron) infrared focal plane arraysin
FY 1992.

. The use of optical components also provides enhanced radiation
survivability. Demonstrate wide-ficld-of-view optical brassboard
in FY 1993 and demonstrate optical interferometric techniques for
space-based surveillance in FY 1995,

¢ The Airborne Optical Adjunct/Airborne Surveillance Testbed
(AOA/AST) supporis critical electro-optic and infrared sensor
technology developments by collecting needed background data
and providing a platform for evaluating advanced surveillance
technologies. The system will be operational in FY 1992,
Subsequent milestones in this area concern the collection of broad
ocean area signature data to resolve critical strategic defense
surveilla—ce technology issues.

° Radar warning receivers alert forces to imminent danger such as
incoming radar—guided missiles or targeting by hostile fire control
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radars. They allow U.S. forces to take appropriate countermeasures.
Survivability will be further enhanced by integration of radar
warning receivers with appropriate countermeasures. A digital
radar warning receiver will be demonstrated in FY 1994 znd
advanced receivers will be demonstated in FY 1995,

. Passive clectro-optic/infrared fgi()/’IR) guided missiles are
becoming common, but are difficult to detect. EO/IR missile
warning technology will detect these missiles so that
countermeasures can be taken. An optical ana%gmart skins EC/IR
warning system for use with an airborne conformal array will be
demonstrated in FY 1991, The Silent Attack Warni.’:iﬂSystem using
vltraviolet reflectance characterisiics is scheduled to be
demonstrated in FY 1991 and a high-accuracy direction~finder
using an ultraviolet sensor will be demonstrated in FY 1993,

b. Passive Seeker's
) Cbjectives

Develop passive seekers to provide missiles with target acquisition, tracking, and
guidance coniro} inputs without emitting radiation which would allow the target to take
hostile or evasive action. This feature is crucial to ﬁ'rc—-and—for%et weapons, smart/brilliant
weapons, and missiles operating beyond the launch platform’s line of sight.

(2) Development Milestones

» Infrared seekers dstect heat radiated by the target, using imaging
techpiques to acquire and engage the threat. Investigation of
platinum silicide and mercury cadmium telluride (MCT) detector
arrays is underway for specific applications to take maximum
advaniage of the lower cost of PtSi. By FY 1993, typical IR
backgrounds will be characterized and simulated for staring IRFPA
serisors using non-uniformity compensation to ensure acceptable
performance for a broad spectrum of application. A muitiple
mission imaging IR seeker will also be demonstrated in FY 1993.

° Aerodynamic heating of IR seeker domes increases as missile
speeds increase. Improvement in dome technology is needed to
support passive guidance of hypervelocity weapons. A high speed
range test of a new IR seeker dome will be conducted in FY 1994.In
FY 1997, DoD will demonstrate a MWIR/LWIR seeker window for
flights at speeds greater than Mach 8.

. Anti-radiation scekers will counter hostile radars and increase
; survivability of U.S. forces by targeting enemy radars.
o Home-on-jam (HOJ) seekers can improve force operations by
' targeting sources of enemy countermeasures. These seekers
complement radar or passive RF or IR. A prototype advanced
microscan receiver for detecting radiation sources will be
constructed in FY 1992. An elementary ARM seeker incorporating
improved detection methods will be constructed in FY 1993, An
electromagnetic radiation source elimination (ERASE) multimode

seeker will be tested in FY 1994.
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c. Advanced Thermal Imagers/Infrared Focal Plane Arrays
(1) Cbjectives

Develop high density, low cost, hi gx performance arrays for infrared detector devices.
Investi%ate alternative IR materials (II1-V, quaternaries, SiGe) for LWIR seasors, Advanced
thermal imagers provide infrared irnagery needed for night operations, target identification,
and passive surveillance. The use of two~dimensional infrared focal plane arrays (IRFPAs)in .
such imagers permits improved vertical as well as horizontal resolution and increased
sensitivity.

(2}  Development Milestones

. IRFPAs are arrays of infrared detector cells ona chip. An IRFPA can
be used in either a staring or a scanning sensor. It forms an image in
the same manner as the charge~coupled device (CCD) in most video
cameras, except the IRFPA operates at infrared wavelengths.
IRFPAs are used in passive seekers, infrared search-and-track
systems, and passive surveillauce systems. Larger focal plane arrays
are neeGed for high resolution staring thermal imagers at longer
infrared wavelengths; however, production yields of IRFPA devices
are small. Improvement in IRFPA producibility will reduce weapon
system cost and improve performance. A demonstration of arrays
for a long-wave scanning forward-looking infrared (FLIR) device
has recently been completed. In FY 1991, a producibility
demonstration of a medium wave infrared (3-5 micron) HgCdTe
array wili be conducted. :

° Avery large-scale, high dersity IRFPA will be demonstrated in FY
1993, Such arrays contain hundregs of thousands of detector
clements rather than the hundreds or thousands in current arrays.
Cost effective producibility development, test, and evaluation for
106-cicment PtSi focal plane array, 480 x 4 and 64 x 64 element
MCT IR foca! plane arrays will be accomﬁished by FY 1992.
Development, test, and evaluation of 950 x 4 MCT focal planes will
be completed by FY 1993. High density monolithic focal plane
arrays will be accomplisned by FY 1997.

° IRFPAs operate at extremely celd temperatuiss, typically below
100°K. Reliable, cost effective cryogenic assembiies are needed to
house the IRFPA and array electronics. The ciyocooler is placed
within a dewar. A standardized advanced detector/dewar assembly
(SADA) is scheduled to be developed in FY 1992. A demonstration
of 2 quick cooldown Joule-Thompson cryocooler is also scheduled
for FY 1992. An advanced heat pipe for use in IRFPA cooling will be
developed in FY 1994,

. Milestones are scheduled to be completed in both cooled and
uncocled second generation scanning systems. The performance of
a cooled 480 x 4 charge imaging matrix HgCdTe array operating in
the 8 to 10 micron range is currently being evaluated. Delivery of
uncooled IR manportable prototypes is scheduied for mid FY 1992.
Ahigh density uncooled focal plane array for man~porrable systems
and missile seekers will be demonstrated in FY 1993. A
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demonstration of a high~density, two-dimensional staring focal
lane array capable of simultaneous operation in multiple IR
equency bands is scheduled for demonstration in FY 1990,

d. Ini:ared Search and Track (IRST)
{1}  Objectives

Develop IRST sensors to complement radar in an ECM environment, providing ail
weather capabilities, and to acquire and track both high and low flying or sea-skimming targets.
IR clutter analysis and sensor modeling efforts such as the Infrared Analysis, Measarement and
Modeling Program (IRAMMP) are needed to support future sensor technology and system
developments, IRST capabiliies to detect and track low observable targets are under
investigation. IRST air-to-air and surface-to-air capabilities will improve platform survivability.

(2)  Development Milestones

o An advanced technology demonstration of the Advanced Air
Defense ElectroOptic System (AADEOS) is scheduled for
completion in FY 1992. Work on a space~based IRST to detect low
observable targets will begin in FY 1993.

. airborne IRST for use against ship targets will also be
demonstrated in FY 1993, An advanced dual band IRST and an
IKST adjunct to ESM will be tested in FY 1995.

e Sensor Integration for Target Acquisition
{1) Objective

Develop sensor integration techniques to use information from muitiple sensors or
multiple frequency bands to detect, track, or recognize targets. Such techniguss are
particularly effective in detecting and tracking low observabies targeis or targets operating in
a high countermeasure or adverse weather environment. Sensor integration ¢an occur at
several levels. Pixel-level integration combines images; feature-level integration combines
target features such as size, moments, and apparent temperature.

(2)  Development Milestones

® The integration of RF with passive eleciro-optic sensors includes
active radar/IR devices for dual mode seekers. Work has already
begun on the development of an IR/MMW dual mode seeker.
Developmental work on a dome housing an IR/RF seeker will be
completed in FY 1992.

. Several demonstraiions of RF/passive electro~optic sensors are
planned. A multi-sensor detection system for short-range ship
defense and a ground-based second generation FLIR/MMW radar
for mulltésgensorwaided targeting (MSAT) will both be demonstrated
in FY 1993,

e The airborne version of the MSAT will be demonstrated in FY 1994,
Demonstration of the Roiocraft Pilots’ Associate advanced target
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acquisition multisensor fusion system are plansed for FY 1996, A
system m;e%gﬁng multispsctral ¥2A, tunable Lidar, and MMW
gensors wilk be demounstrated is Fy 1997,

s Laser radar and FLIR sensors provide complementary information.
The laser radar is abie 10 measvre distance and sharply define the
>dgesof an olg{ict, while the FLIR is able to provide internal details.
Laser radar/FLIR muitisensor systeros will be demonstrated in FY
1993 and FY 1947,

. rMultiple bands alco permit im;aroved operation against obscuranis
2ud multiple target types. A field fest of a ragltispectral FLIR will be
carried out in FY 1993, A wnable dual-band infrared focal plane
array will be tested in FY 1994, Thiz array wili use materials to
measure emirtancs in both bands in the same detector elements. A
shared aperture system o)?crating in the IR and shorter wavelengths
will be tested in FY 1997,

f. Advanced Passive Anteanas
(1)  Objectives

Develop advanced passive antennas to be used in electronic warfare and
communications. Passive conformal arrays are etectronically steered, phased arrays whose
shape conforms to the mounting structure as opposed to conveational antennas which
protrude from it. They ofifer reduced radar cross section and aerodynamic drag compared
with conventional antenuas. DoD is developing passive conformal arrays for signature
reduction while maintaining platform sensor performance.

) Develspment Milestones

Development of hypervelocity vehicle technology requires optimization of system
aerodynamics. Dol is developing conformal arrays to provide )épervelocity weapon
guidance and aeroaautical vehicle sensor capabilities while minimizing drag and maintaining
covertness. A laboratoty demonstraiion of an embedded multi-function antenna will be
conducted in FY 1993,

e A Passive RF Surveillance/Electronic Support Measures (ESM)
{1  Onjectives

Duvelop improvements in ESM to: counter a reduction in threat emissions; provide
positive hostile identification which will reduce {ratricide; and provide more accurate targeting
and cueing information for weapon systems. ESM exploits enemy electronic transmissions to
detect, locate, identify, and track hostile forces. ESM is used in ground-, air-, and sea-based
sensor systems, often as a passive complement to other sensor technologies.

{2 Development Milestones

DoD isinvestigating application of several new technologies for ESM. These include
Surlace Acoustic Wave (SAW) and Time-Difference-of-Arrival (TDOA) techniques. In FY
1991, a SAW compression channel receiver will be demonstrated. A performance evaluation
of the Advanced Relocatable Shipboard High Frequency (HF) Direction Finding (DF) using
SAW and TDOA techniques will be evaluated in 1993.




h. Passive Acoustie Surveillance
(1) Objectives

Improve passive acoustic surveillance to restore ASW advantage and to detect and
identify helicopters, aircraft, ground vehicles, and troop movements. Passive acoustic sensors
use target generated noise to detect, localize, classify, and track a potential adversary. Passive
underwater acoustics have for many yecars been the primary semsor technology for
anti-submarine warfare (ASW). U.S. submarine detection/counter-detection advantage has
dwindled in recent years due to quieting of Soviet submarines and the proliferation of quiet
diesel submarines. Tactical radar and electrooptic sensors require an unobsiructed line of
siﬁht to the target, but acoustic and seismic sensors have the potential for threat detection
where hills, forests, or other obstacles may limit clectro-magnetic sensors. Air propagated
acoustic sensors will also contribute to low observable surveillance.

{(2) Development Milestones

The increased threat posed by quieter submarines requires development of larger
arrays to improve acoustic detection at lower fre(%uencies. Large fixed and deployable arrays
will detect and track threat submarines capable of launching ballistic and cruise missiles from
both coastal and deep waters. Extensive use will be made of fiber optic sensors and data links
to reduce cosi and eiectronic noise. Experimnents with progressively larger arrays are planned
beginning with a 100-plus element array in FY 1991, An over-500 element array experiment
will be conducted in FY 1992, In FY 1995, the Navy will conduct a fractal scale array
experiment with over 1000 elements. The Navy will begin exploratory development of
ulira~low frequency (ULF) sensors in FY 1994. In FY 1995, the Navy will test a fiber optic
shallow water Advaznced Deployable Array in FY 1996.

The principal thrust in tactical passive acoustics is toward larger arrays to improve low
frequency response and support multi-static active acoustic reception. Fiber optic sensor
technology will play a major role to reduce array cost. space, and weight and eliminate
electronic array noise. In FY 1993, the Navy will complete at demonstration (ATD) of a fiber
optic planar array. In FY 1994, an at sea test of a multi-line tactical towed array will be
conducted. Also in FY 1994, the Navy will conduct surface ship trials of a velumetric towed
array for submarines.

DoD is exploring the use of geophone and microphone array technology for
acoustic/seismic detection of air and ground targets. Accounting for environmental effects,
(e.g., temperature inversions, wind, and terrain) will provide a challenge for these sensors.
Target identification, location, and tracking accuracy needs to be addressed. Testing of
seismic/acoustic sensors for detection and tracking of low gbservable and low altitude targets
will begin in FY 1991,

i. Fiber Optic Sensors

(1)  Objectives

Advances in fiber optic technology offer potential cost, size, and weight reduction
while improving performance in various sensor applications. Advance fiber optic acoustic
sensor technology to develop larger low frequency underwater acoustic arrays, use of fiber
optics embedded in composite structures, and use of fiber optic gyroscopes (FOG) to reduce
guidance and control costs while maintaining weapon system performance. Environmental
Zensurs ufiing fiber optics and fiber optic sensors for monitoring system status are also being

eveloped.
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(2)  Development Milesiones

A fiber optic magnetomeier will provide an order of magnitude improvement over
conventional fluxgate ma}gnetometers. A fiber optic magnetic array sensor (MARS)
demonstration is planned for FY 1992.

DoD is developing smart composites for airframes and otber structures which may
catastrophically fail due to fatigue. Embedded fiber optics will racasure the effects of stress
aad strain on the structure. A demonstration is placned for FY 1996.

DoD is developing fiber optic gyroscopes for reducing guidance and control system
costs. In FY 1991, an inertial grade fibe: optic gyroscope will be demonstrated. A fiber optic
goscc%e onI %{chi 9tzhat: will reduce puidance and control space and weight requirements will

tested in FY 1992.

Fiber optic sensors are being developed to assess damage and monitor physical
parameters such as temperature. A fiber optic flooding sensor testhed demonstration is
planned for FY 1994,

i Superconducting Sensors

(1)  Objectives

Recent breakthroughs in high temperature superconductivity offer potentially
significant improvements across a broad spectrum of sensors. Investigate high temperature
and low temperature superconducting devices for use in sensitive infrared detectors and
microwave receivers. Develop Superconductingg Quarium luierference Devices (SQUID) for
magnetic anomaly detection. Appiications of superconducting sensors include electronic
support measures, anti-submarine warfare, air defense, aaval warfare, land warfare, and

strategic defense.

{2} Development Miicstones

DoD is developing superconducting IRFPAs with significantly lower noise characteristics
than conventional IR devices. A LWIR superconducting IRFPA nperation will be demonstrated
in FY 1993. An all solid state superconducting FLIR will be demonstrated in FY 1995,

Low noise superconducting RF components and systems are being developed by DoD.
A demonstration of superconducting components for electronic warfare applications will be
conducted in FY 1993, A surveillance receiver will be developed by FY 1996.

DoD is developing superconducting magnetic anomaly detector (MAD) systems
griman'iy for anti-submarine warfare and mine detection. A prototype LTS MAD system will
e developed by FY 1994,




2 Technology Objectives

Technology Objectives — Passive Sensors

Technical Area By 1995 By 2001 By 2006
Passive thraat * Damonstrate radiation » Inprove radar waming
waming hardbned space-bassd receiver DI accuracy
EOAR strategio threat ospaciatly at lower
waming sensus equencies)
« Enhance low frequercy ® Improve capabiiity 1o
response of radar waming detect/evade pessive
recaivers WEAPoNS
« Demonstrata passively
guided missile waming
technolegy
s Deimonsirate compact lasar
waming senscs
*Advanced thermal | e Damonstrate large-scale o Demonstrate large-scaio e Product LWIR
MWIP and LWIR detector multiple color staring FFAS FPAs needing
imagars/IRFPA array producibiity » Develop miniature low cost conventional
o Integrated detecior amay, integrated detector/dewar !ren.fsrtxgaaéagfts
electranics, and dewars into assemblies cryogenic coaling
Deroraration densty | * Db reoad s
+ Demonstiate high density magers supporting
uncooled RFP and ATR
» Dovelop staring thermal
Imagers for NCTR and ATR
« Develop space qualifled
S-year reliable cryo-cooler
s Demonstrate gamma
supprassion algorithms
Passive e Demonslrate imaging IR # Demonsirate dual band EO
seokers seekers for multipls missions seuak?:'r?i :lsup?oning ATR
¢ Demonstrate high speed capabilities for sman
seeker domes 'gzapons o IR oo 5
e Demonstrate multi-mode * Demonstrata IR seekers an
Ve : domes for hypervelocit
anti-radiation seekers WeBponS 4
iRSY » Davalop IRST for passive » Demongsirate IRST using
survelllance multiple color IR FPA for
target acquisition and
idaentification
& Demonstrate space-based
IRST darnonstrate low
observable survelllance
capabilities
Advanced e Demonstrate wideband; high |  Demonstrate embedded
antennas accuracy DF artennas mutitiple function antennas for
hypervelocity vehicles

* Develop passive conformal
arrays




Techinology Objectives — Passive Sensors (Continued)

Technical Area By 1996 By 206061 By 2006
Passive RF » Demonstrate ESM recelver ¢ Damenstiate ESM muliiple
Survelllance/ESM improvemnents using TOOA sensor intagration
techniques and SA
tachnclogy
o improve DF capabillity by two
orders of magnitude
© Dovelop bistatic ESM
recelvers
Sensor Iintegration { ¢ Integrate IR and RF devices | » Integrate muitipls coior FPA, | @ Develop flaxibie
t‘i?r target achuisk- | for target acquisition ladlar, and RF Wp&e Sharégdmsvé}
on » Integrate FLIR and laser integrated act
passive sensor sultes
rangefinder covering RF, visual,
e Evaluate mutti-spectral 2nd IR spectral
elactro-optic sensors ragions

Passive » Evaluate detection Hmits of s Develop ultra-low frequency
acoustics vary largs undorwater passive | underwater acoustic sencors
acoustic arrays * Damonstrate shallow water
» Demonstrate multipie line daployabia fiber optic amays
tactical toward arays e Dovalop network of remots
» Demonstrate fiver optic acoustic and selsmic sensors
underwator planar array
« Evaluate air-propagated
acoustic and salsmic sensor
array networks for low
obsarvable detestion and
tracking
Fiber opiic & Damonstrais Hiber opiic o Demonstrate LTS IR FPA s Develcp HTSIRFPA
sensors temperature flooding and imager o Develop HTS
magnetic sensors ¢ Develop HTS RF components | magnetic sensors
. ?gmonsif‘ga smart e Demonstrais distributed fiber | » AP optical survellance
P0S optic sensor (10x the number |  and communications
e Demonstrate high quality, low | of acoustic channels used in systermns performing
cost fiber cptic gyroscopes 1990) simuit?neour;m
 Demonstrale rultiplexed » Demonstrate FOG operat onsrw oo
fiber optic sensor systems Incorporating ultra low-10ss mg:g:xce ignal
* Domonstration o fiber optic | - g0 e (% L ERA)" « Disouted fiber och
gyro of ESG accuracy sansor in full-scale
development
¢ Demonstrate FOG with
